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About This Guide

This text provides information about using PlateSpin Migrate version 9.

+ Chapter 1, “PlateSpin Migrate Feature Overview,” on page 9

+ Chapter 2, “Getting Started with PlateSpin Migrate,” on page 19

+ Chapter 3, “Workload Portability with Peer-to-Peer Workload Migrations,” on page 47
+ Chapter 4, “Workload Portability with a Flexible Image,” on page 57

+ Chapter 5, “Essentials of Workload Migration Jobs,” on page 67

+ Appendix B, “Troubleshooting PlateSpin Migrate,” on page 103

+ Appendix A, “Frequently Asked Questions,” on page 101

+ “Glossary” on page 113

Audience

This guide is intended for IT staff, such as data center administrators and operators, who use
PlateSpin Migrate in their ongoing workload migration projects.

Feedback

We want to hear your comments and suggestions about this manual and the other documentation
included with this product. Please use the User Comments feature at the bottom of each page of the
online documentation, or submit your comments through the Novell Documentation Feedback site
(http://lwww.novell.com/documentation/feedback.html).

Additional Documentation

This text is part of the PlateSpin Migrate documentation set. For a complete list of publications
supporting this release, visit the PlateSpin Migrate 9 Online Documentation Web Site (http://
www.novell.com/documentation/platespin_migrate_9).

Documentation Updates

For the most recent version of this text, visit the product’s Online Documentation Web Site (see
Additional Documentation).

Additional Resources
We encourage you to use the following additional resources on the Web:

+ Novell User Forum (http://forums.novell.com/): A Web-based community with a variety of
discussion topics.

+ Novell Support Knowledge Base (http://www.novell.com/support/): A collection of in-depth
technical articles.

Technical Support
+ Telephone (North America): +1-877-528-3774 (1 87 PlateSpin)

About This Guide


http://forums.novell.com/
http://www.novell.com/documentation/platespin_migrate_9
http://www.novell.com/documentation/feedback.html
http://www.novell.com/support/

+ Telephone (global): +1-416-203-4799
+ E-mail: support@platespin.com
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PlateSpin Migrate Feature
Overview

PlateSpin Migrate enables you to migrate heterogeneous workloads (operating systems along with
their applications and data) across x86 server and desktop infrastructure in the data center,

decoupling a workload’s hardware from software.

+ Section 1.1, “About Workload Portability,” on page 9

*

*

Section 1.3, “Supported Transfer Methods,” on page 14

*

*

Section 1.5, “Security and Privacy,” on page 17
Section 1.6, “Performance and Scalability,” on page 17

1.1 About Workload Portability

*

Section 1.2, “Supported Source Workloads and Target Platforms,” on page 11

Section 1.4, “Default Post-migration End States of Source and Target Workloads,” on page 16

PlateSpin Migrate automates the migration of workloads among three infrastructures: physical,

virtual machine, and volume imaging.

Figure 1-1 Workload Portability

Wirtual Machines

Fhysical

Iimage
Server

Archives

Table 1-1 Workload Portability Operations

Category of Operation Migration Infrastructures

Workload Portability: Peer-to-peer ¢ Physical to Virtual (P2V)

* Virtual to Virtual (V2V)

¢ Virtual to Physical (V2P)
Physical to Physical (P2P)

*

PlateSpin Migrate Feature Overview
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Category of Operation Migration Infrastructures

Workload Portability: Imaging + Physical to Image (P2l)
+ Virtual to Image (V2I)
* Image to Virtual (12V)
+ Image to Physical (12P)

PlateSpin Migrate supports multiple workload types and virtualization platforms. Imaging is
supported for workloads with Microsoft Windows operating systems. For a more detailed list of
supported workloads and infrastructures, see “Supported Source Workloads and Target Platforms”
on page 11.

1.1.1 Business Applications for PlateSpin Migrate

PlateSpin Migrate is designed to be used for the following scenarios:

+ Consolidation. Automating large-scale migrations of physical machines to virtual machines,
accelerating consolidation projects, and reducing administrative effort and errors.

+ Migration. Moving fully configured workloads from old hardware to new hardware without
rebuilding the entire software stack.

+ Test Lab Deployment. Consolidating test lab workloads by running multiple virtual machines
on a single VM host, quickly deploying virtual test lab environments with ease, and replicating
an entire production environment in matter of hours or days.

+ Maintenance and Support Agreement Integrity. De-virtualizing workloads along with the
applications installed on them and moving them back to physical machines over the network so
that the support agreements can remain valid.

+ Machine Provisioning. Easily capturing an entire library of hardware-independent Flexible
Images and deploying them to new infrastructures over the network without manually
configuring the hardware, drivers, and so on.

+ Continuous Workload Optimization. Moving workloads to and from any geographical
location, onto any platform, in any direction. Workloads can be virtualized or de-virtualized
during ongoing and continuous optimization of resources.

1.1.2 Workload Migration Tasks

PlateSpin Migrate enables you to define, save, schedule, execute, and monitor the following
migration tasks.

Table 1-2 PlateSpin Migrate Workload Migration Tasks

Task Description

Copy Workload Results in a virtual or physical duplicate of a selected physical or virtual workload,
except that the new workload is assigned a new network identity. Use this
migration task when you intend to keep the source workload operational.

Move Workload Results in an exact virtual or physical duplicate of a selected physical or virtual
workload. Use this migration task when you intend to retire or repurpose the
original infrastructure.

10 PlateSpin Migrate 9.0.2 User Guide



Task Description

Server Sync Synchronizes a virtual or physical workload with another virtual or physical
workload without transferring the entire source volume data over the network.

Capture Image Creates an image of a physical or virtual workload as a single entity, in Flexible
Image format.

Import Image Imports third-party volume archives or raw volume data into a Flexible Image.

Deploy Image Converts a Flexible Image into a booted or bootable workload on a physical or
virtual machine.

1.2 Supported Source Workloads and Target
Platforms

+ Section 1.2.1, “Supported Source Workloads,” on page 11
+ Section 1.2.2, “Supported Target Virtualization Platforms,” on page 13
+ Section 1.2.3, “Hardware Compatibility,” on page 14

1.2.1 Supported Source Workloads

PlateSpin Migrate supports the following operating system families:

+ Microsoft Windows, including Windows clusters
+ Linux
+ UNIX

The following topics provide more details:

+ “Supported Microsoft Windows Workloads” on page 11
+ “Supported Linux Workloads” on page 13
+ “Supported UNIX Workloads” on page 13

NOTE: Not all workloads are supported on all target VM platforms. For details, see KB Article
7005871 (http://www.novell.com/support/viewContent.do?externalld=7005871).

Supported Microsoft Windows Workloads
For the Windows platform, PlateSpin Migrate supports the following portability features:

+ Workload portability: Peer-to-peer migrations (P2V, V2V, V2P, P2P).
+ Peer-to-peer workload synchronization with Server Sync (P2V, V2V, P2P, V2P).

+ Workload imaging with Flexible Images (X2, 12X), with full or partial support for several
third-party backup and archiving applications.

PlateSpin Migrate Feature Overview
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Table 1-3 Supported Microsoft Windows Workloads

Operating System

Remarks

Windows 7

Windows Server 2008 R2

Including domain controller (DC) systems and Small

Windows Server 2008

Windows Server 2003

Business Server (SBS) editions

Windows Vista, Business/Enterprise/Ultimate,
SP1 and later

Supported only for VMware ESX targets earlier than 3.5
Update 2

Windows Server 2000,

Windows Advanced Server 2000

32-bit only

Windows XP Professional, x86 only

Windows NT 4.0 Server

Only file-level transfer method

32-bit only

Windows clusters

Supported only to targets on VMware ESX 3.0.2 and
later.

See “Migrating Windows Clusters” on page 55

NOTE:

Live migration is not supported for workloads running Windows NT 4, Windows Server 2000 with a
Service Pack version earlier than 4, and Windows workloads with FAT volumes. You can migrate
these workloads using the Offline (Take Control) method.

Offline migration is not supported for workloads running Windows 7 and Windows Server 2008 R2.

PlateSpin Migrate supports the following localized versions of source Windows workloads:

+ English
+ French
+ German
+ Japanese

*

Chinese

PlateSpin Migrate 9.0.2 User Guide



Supported Linux Workloads

For the Linux platform, PlateSpin Migrate provides Live and Take Control peer-to-peer workload
portability support (P2P, P2V, V2P, V2V), including workload synchronization with Server Sync.

Supported Linux file systems are EXT2, EXT3, and REISERFS.

Workload imaging is not supported for Linux.

Table 1-4 Supported Linux Workloads

Distribution Bit Spec Remarks
Red Hat Linux 7.3, 8 32-bit

Red Hat Enterprise Linux AS/ES/WS 2.1 32-bit

Red Hat Enterprise Linux AS/ES/WS 3, 4, 5 32-bit, 64-bit

SUSE Linux Enterprise Server (SLES) 8, 9, 10, 11 32-bit, 64-bit

NOTE:
Linux-based source workloads must be running a Secure Shell (SSH) server.

The current release of PlateSpin Migrate provides support for live transfer of Linux workloads
(SLES 10, 11 and RHEL 4, 5.x). For live block-level migration of Linux workloads with customized
kernels, you must rebuild the PlateSpin block-based module included in your PlateSpin Migrate
distribution. See KB Avrticle 7005873 (http://www.novell.com/support/
viewContent.do?externalld=7005873).

Supported UNIX Workloads
PlateSpin Migrate provides migration support for Solaris workloads running on SPARC systems.

The supported versions are Solaris 10, Update 5 (U5) and Solaris 10, Update 6 (U6). You can
migrate these workloads into native zones in Solaris 10 zone servers that are running the same
update version.

Workload imaging is not supported for Solaris.

NOTE: Solaris source workloads must be running a Secure Shell (SSH) server.

1.2.2 Supported Target Virtualization Platforms
The following is a list of supported virtualization platforms. For version details, as well as the most

up-to-date list, see KB Article 7005871 (http://www.novell.com/support/
viewContent.do?externalld=7005871).

PlateSpin Migrate Feature Overview
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Table 1-5 Supported Target Virtualization Platforms

Platform Remarks

VMware vCenter 2.5, 4, 4.1

VMware ESX Server 3.0.2 - 3.5, 3.5i, 4, 4i, 4.1

VMware Virtual Infrastructure 3.0.2 - 3.5

VMware ESX Server 2.5.x

Solaris 10 (U5 and U6) zone server For source workloads that are Solaris 10 (U5 and U6)
physical machines or zones

Citrix XenServer 4.1, 5, 5.5 Supported only for Windows workloads except
Windows NT 4 (no support for Linux workloads)

Novell Xen Hypervisor on SLES 10 SP2 Supported through Semi-Automated Workload
Virtualization Using the X2P Worklflow.

Microsoft Hyper-V Supported through Semi-Automated Workload
Virtualization Using the X2P Worklflow.

NOTE: ESX versions 3i, 3.5i, and 4i must have a paid license; migration is unsupported with these
systems if they are operating with a free license.

1.2.3 Hardware Compatibility

A hardware compatibility list for Windows source workloads and Take Control 1ISO images is
available. See KB Article Q20314 (http://www.novell.com/support/
viewContent.do?externalld=7920314).

A list is also available for Linux source workloads. See KB Article 7920570 (http://
www.novell.com/support/viewContent.do?externalld=7920570).

1.3 Supported Transfer Methods

Depending on the selected workload and the migration type, PlateSpin Migrate enables you to select
dcferent methods for transferring workload data from the source to the target.

For information on how to select a transfer method, see “Specifying Transfer Options” on page 69.

For information on how to fine-tune data transfer performance, see “Fine-Tuning Data Transfer
Performance (Windows)” in your Configuration Guide.

1.3.1 File-Level Transfer (Live)

The File-Based Live Transfer method copies data and replicates changes at the file level. During
File-Based Live Transfer, PlateSpin Migrate transfers all files from the source volumes while
monitoring them for changes. When the transfer is complete, files that have changed are resent.

14  PlateSpin Migrate 9.0.2 User Guide
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You can configure your job to stop Microsoft SQL Server or Microsoft Exchange Server services
during the transfer (see “Handling Source Workload Services or Daemons During Live Transfer
(Windows and Linux)” on page 84). This ensures that their respective databases are transferred in a
more consistent state.

If file system changes are constant, data transfer is stopped and a job progress warning is shown.

This method might be appropriate for moderately active systems and it provides you with the
capability to resize your volumes on the target workload.

1.3.2 Block-Level Transfer (Live)

The Block-Based Live Transfer method enables PlateSpin Migrate to transfer data at the block level,
providing an exact point-in-time copy of the source workload.

For Windows workloads, PlateSpin Migrate leverages the Microsoft Volume Snapshot Service
(VSS) (Windows 2003 SP1 and later) with applications and services that support VSS.

For Linux workloads, PlateSpin Migrate leverages the LVM shapshot feature, if it is available on the
host. If the feature is unavailable, PlateSpin Migrate uses its own block-level data transfer
mechanism. For live block-level migration of Linux workloads with customized kernels, you must
rebuild the PlateSpin blkwatch module included in your PlateSpin Migrate distribution. See KB
Avrticle 7005873 (http://www.novell.com/support/viewContent.do?externalld=7005873).

The Block-Based Live Transfer method is the preferred data transfer method for both Windows and
Linux workloads.

1.3.3 Offline Transfer with Temporary Boot Environment

+ “Offline Transfer of Windows and Linux Workloads” on page 15
+ “Offline Transfer of Solaris Workloads” on page 16

Offline Transfer of Windows and Linux Workloads

This method enables PlateSpin Migrate to boot your source machine into a temporary pre-execution
environment and transfer the data while the source is offline.

The mechanism of the pre-execution environment underlying the Take Control transfer method
depends on the source workload’s operating system:

+ For Windows workloads, PlateSpin Migrate uses the Microsoft Windows Preinstallation
Environment (WinPE).

+ For Linux workloads, PlateSpin Migrate uses a Linux Ramdisk.

To ensure that the source operating system loads the temporary pre-execution environment on
reboot, PlateSpin Migrate temporarily modifies its boot files and restores them to their original state
after the Take Control environment has successfully loaded.

PlateSpin Migrate Feature Overview
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Offline Transfer of Solaris Workloads

For Solaris workloads, PlateSpin Migrate uses a different Take Control mechanism from the one it
uses for Windows and Linux workloads; there is no temporary pre-execution environment involved
in the preparation of the workload for a migration. Instead, PlateSpin Migrate changes the source
workload’s run level while the migration is underway.

NOTE: If you have customized services on your Solaris source workload, the system might fail to
shut them down during data transfer, and this might result in a failure of the migration job. Ensure
that customized services on your source are shut down before setting up the migration job.

1.4 Default Post-migration End States of Source
and Target Workloads

The following table lists the default post-migration end states of source and target workloads by
migration task. You can also manually specify a post-migration end state for your source and target.
See “Specifying End States for Source and Target Workloads” on page 69.

Table 1-6 Default Post-Migration End States

Migration Task Transfer Method Source State Target State

Move Offline + Shut down Power On
+ Left under control, then shut Power Off
downf aft_erér;nsfer, if the Suspend (only for
transfer is target VMs except
¢ Left under Control, then Solaris zones)
restarted after the transfer, if
the transfer is not OK
Move Live Transfer ¢ Shut down Power On
Power Off
Suspend (only for
target VMs except
Solaris zones)
Copy Offline + Restart Power On
+ Shut down Power Off
* Left under control to delay Suspend (only for
the restart decision (unlikely; target VMs except
no advantage) Solaris zones)
Copy Live Transfer ¢ Continue (shutdown not Power On

selected)
Shut down

Power Off

Suspend (only for
target VMs except
Solaris zones)
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1.5 Security and Privacy

PlateSpin Migrate provides several features to help you safeguard your data and increase security.

+ Section 1.5.1, “Security of the Workload Data Transfer,” on page 17
+ Section 1.5.2, “Security of Saved Credentials,” on page 17
+ Section 1.5.3, “User Authorization and Authentication,” on page 17

1.5.1 Security of the Workload Data Transfer

To make the transfer of your workload data more secure, PlateSpin Migrate allows you to:

+ Enable data transfer encryption for an individual migration job. When encryption is enabled,
over-the-network data transfer from the source to the target is encrypted by using AES
(Advanced Encryption Standard).

+ Configure your PlateSpin Migrate Server to use a data encryption algorithm that is compliant
with FIPS (Federal Information Processing Standards, Publication 140-2).

If compliance with FIPS is required, it must be set up on your system prior to the PlateSpin Migrate
Server installation. See “Enabling Support for FIPS-Compliant Data Encryption Algorithms
(Optional)” in your Installation Guide.

For information on how to enable file encryption for a migration job, see “Specifying Transfer
Options” on page 69.

1.5.2 Security of Saved Credentials

PlateSpin Migrate products cache credentials in the PlateSpin Migrate Client user interface and
securely store them by using operating system APIs. In addition, credentials are stored on the
PlateSpin Migrate Server and the PlateSpin Migrate database, as well as embedded in migration
jobs.

Data transmission between the PlateSpin Migrate Server and the PlateSpin Migrate Client can be
configured to use either HTTP (default) or HTTPS (Secure Hypertext Transfer Protocol). To secure
data transmission between the client and the server, enable SSL on your PlateSpin Migrate Server
host and use HTTPS when specifying the server URL. See “Connecting to a PlateSpin Migrate
Server” on page 19.

1.5.3 User Authorization and Authentication

PlateSpin Migrate provides a role-based user authorization and authentication mechanism. See
“Setting Up User Authorization and Authentication” in your Configuration Guide.

1.6 Performance and Scalability

+ Section 1.6.1, “Performance,” on page 18
+ Section 1.6.2, “Scalability,” on page 18
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1.6.1 Performance

The performance characteristics of your PlateSpin Migrate product depend on a number of factors,
including:

+ Hardware and software profiles of your source and target

+ Hardware and software profiles of your PlateSpin Migrate Server host

+ The specifics of your network bandwidth, configuration, and conditions

+ The number of your source workload volumes and their sizes

+ The number of files on your source workload volumes (file density)

+ Source I/O levels (how busy your workload is)

+ The number of concurrent migrations and the number and type of the targets

+ Whether data encryption is enabled or disabled

+ Whether data compression is enabled or disabled
For planning large-scale workload migrations, you should perform a test migration of an average
workload and use the result as a benchmark, fine-tuning your metrics regularly throughout the
project. In addition to the data transfer process, also consider the other phases that a migration job
goes through, as applicable to your project:

+ Preparation and network setup

+ Source workload and target machine discovery

+ Target configuration

1.6.2 Scalability

You can set up multiple workload migrations and run them simultaneously. Scalability testing
performed with VMware ESX hosts suggests the following benchmark recommendations:

+ Multiple migrations to a single VM server: no more than 20
+ Multiple migrations against multiple VM servers (ESX): no more than 30
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Getting Started with PlateSpin
Migrate

This section introduces the features of the PlateSpin Migrate product and how you use the PlateSpin
Migrate Client to carry out workload migration and management tasks.

The PlateSpin Migrate Client connects to a specified PlateSpin Migrate Server (the workload
portability engine underlying the product) and provides access to information in the PlateSpin
Migrate Server database.

Most of your interaction with the server takes place through the client, including the discovery of
source workloads and targets; setting up, executing, and monitoring jobs; managing license keys;
and configuring the default behavior of the server.

+ Section 2.1, “Connecting to a PlateSpin Migrate Server,” on page 19

+ Section 2.2, “About the PlateSpin Migrate Client User Interface,” on page 20

+ Section 2.3, “Discovering Source Workloads and Migration Targets,” on page 26

+ Section 2.4, “Analyzing Machines with PlateSpin Analyzer,” on page 33

+ Section 2.5, “Working with Device Drivers,” on page 35

+ Section 2.6, “Managing Custom Actions,” on page 37

+ Section 2.7, “Setting Up, Executing, and Managing Jobs,” on page 39

2.1 Connecting to a PlateSpin Migrate Server

Every time you start the PlateSpin Migrate Client, it performs the following actions:
+ Obtains authentication from the PlateSpin Migrate Server for your user account. See “Setting
Up User Authorization and Authentication” in your Configuration Guide.
+ Connects to a specified PlateSpin Migrate Server.
+ Loads a specified PlateSpin Migrate Network, which is a collection of discovered source
workloads and targets that you work with at one time.

You specify your connection credentials, the PlateSpin Migrate Server instance, and the required
PlateSpin Migrate Network in the PlateSpin Migrate Server settings.
1 Inthe PlateSpin Migrate Client, click Tools > PlateSpin Migrate Server Settings.
or

Double-click one of the following three areas in PlateSpin Migrate Client’s status bar at the
bottom: Server, Network, or User.

|Server: http: £/ dew3IPlateSpintigrate ||Netwu:|rk: Sample Environment ||User: devdomaintjohn.smith |
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The PlateSpin Migrate Server Settings dialog box opens.

-

.

-

i~ Server Connection P
Server URL:

I hitp:/ /dev3/PlateSpinhiigrate

Conrect &s

o Lurrent user [ devdomaintiohn.smith )

" The following user;

User Marne: l

Password: l

= MHetwarks [ httpemittebdyFartabilipSuite [Seper 8000 (BE30]] |

[ Add
Select a network to Lse:

Delele

Sample Erwitonment

1 MNetwiork changes cannot be canceled,

Help (] & | Cancel |

2 Specify the required PlateSpin Migrate Server, user, and network parameters as required:

Interface Element Description

Server URL Type the PlateSpin Migrate Server URL in the following format:
http://server_host/platespinmigrate

Connect As To connect to a PlateSpin Migrate Server, you must have administrative
access to the PlateSpin Migrate Server host or be a member of one of the
PlateSpin Migrate roles. See “Setting Up User Authorization and
Authentication” in your Configuration Guide.

Networks To familiarize yourself with PlateSpin Migrate features, use the Sample
Environment network. To work with actual source workloads and targets, use
the Default network or create your own.

To add a network, type the name, then click Add.

To remove a network, select it, then click Delete.

3 When you have finished, click OK.

2.2 About the PlateSpin Migrate Client User
Interface

The PlateSpin Migrate Client window consists of the following elements:
+ Menu bar: Reflects the current view and provides command groups for accessing program
features and operations.

+ Toolbar: Reflects the current view and provides visual shortcuts to program features and
operations.

+ Current view: The main work area of the interface; lists either machines (when in Servers
view mode), or jobs (when in Jobs view mode).
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+ Panes: Vertically aligned at the left side of the window, panes facilitate the selection of the
current view (View pane) or a migration job (Tasks pane). A Details pane reflects the current
view and provides summary information about an item selected in the current view.

+ Status bar: At the bottom of the PlateSpin Migrate Client window, the status bar displays the
PlateSpin Migrate Server that the client is currently connected to, the PlateSpin Migrate
Network you are currently working with, the name and role of the current user logged in, and

the status of the Automatic Network Discovery feature.

For additional information, see the following sections.

*

*

*

*

Section 2.2.1,
Section 2.2.2,
Section 2.2.3,
Section 2.2.4,

“Servers View,” on page 21

“Jobs View,” on page 25

“Tasks Pane,” on page 25

“Status Bar,” on page 25

2.2.1 Servers View

The Servers view is the main visual interface to your discovered source workloads and targets. Its
main area consists of two split panes that you can customize to suit your needs.

Figure 2-1 PlateSpin Migrate Client‘s Servers View

(Z) PlatesSpin Portability Suite - Sample Environment
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The hierarchical display of items in the Servers view reflects the organization of items on their
respective platforms; for example: VMs are shown nested beneath their VM hosts, PlateSpin
Flexible Images are beneath their image servers, and Solaris zones (regarded as VMs) are beneath
their respective Solaris zone servers.

In addition, the Group By bar enables you to group machines by affiliation to a domain or to a
vCenter Server (for VMware ESX server systems). See “Organizing the Servers View” on page 22.
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NOTE: The Servers view hierarchy does not reflect advanced VM resource management
hierarchies and structures, such as membership in resource pools or affiliation with ESX Distributed
Resource Scheduler (DRS) clusters. You can view such information in an item’s properties. See
“Viewing the Properties of Source Workloads and Targets” on page 23.

+ “Organizing the Servers View” on page 22

+ “Viewing the Properties of Source Workloads and Targets” on page 23

+ “List of Machine-Specific Icons in the Servers View” on page 24

Organizing the Servers View

You can filter source workloads and targets based on operating system, domain, name, and type by
using the Group By and Show drop-down menus.

You can use the Group By drop-down menu to group the items in the Servers view by:

+ Domain affiliation

+ Hosthame

+ Affiliation to a VMware vCenter Server

To further control the scope of items shown in either pane of the view, you can also use the Show

drop-down menu to filter machines by workload type; for example, Windows NT 4, Windows 2000,
Red Hat Linux, and so on, as shown in the figure below:

Figure 2-2 Servers View Options for Sorting Items by Type
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Viewing the Properties of Source Workloads and Targets

In the Servers view, you can access the essential properties of your discovered source workloads and
targets by right-clicking an item and selecting Properties.

For each machine, the system provides information about the selected system’s:

+ Hardware, operating system, and network profile
+ \olumes, partitions, and disk usage
+ Programs and services
A virtual machine’s properties provide information related to the machine’s environment on its

corresponding virtualization platform, including information about the host, and the amount of
allocated memory and processing power.

The properties for virtual machine hosts provide information specific to the selected system. For
example, you can view what virtual machines are running on a selected VMware ESX server, what
virtual network adapters are in use, and what resource pools are configured on them.

VMware ESX servers that are assigned to a Distributed Resource Scheduler (DRS) cluster provide
information about the name of the cluster and the DRS automation level (full, manual, or partially
automated). The properties for VMware ESX servers that are part of VMware vCenter platforms
also indicate this.

The properties of Windows Cluster systems provide information about the basic cluster parameters
of the inventoried cluster, such as cluster name, IP address, quorum, shared disks, and node type.

The following figure shows the properties of a discovered Solaris zone server.

Figure 2-3 Solaris Zone Server-Specific Information in the System’s Properties
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List of Machine-Specific Icons in the Servers View

Discovered source workloads and targets are associated with unique icons to help identify the type
of workload or workload host.

Table 2-1 Machine-Specific Icons in the Servers View

= Physical machine

4 Physical machine in Take Control pre-execution environment

£

Physical machine with workload license

il

Virtual machine server

Virtual machine

& &

Virtual machine with workload license
Undiscovered virtual machine

Virtual machine - Server Sync target

& «

Virtual machine - Server Sync target with workload license

-4 Flexible Image Server

Flexible Image
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2.2.2 Jobs View

The Jobs view displays all jobs, such as discovery, migration, and image capture, organized into two
tabs:

+ Jobs: All jobs submitted for execution.

+ Saved Jobs: All saved jobs not yet submitted for execution. See Section 2.7.4, “Starting a
Saved Migration Job in the Jobs View,” on page 43.

Figure 2-4 PlateSpin Migrate Client‘s Jobs View
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You can limit the scope of jobs displayed in the view. Use the Job Type and Jobs Status menus to
specify filters for the view:

+ Job Type: To view discovery, migration, or all other job types.
+ Job Status: To view failed, currently running, and completed jobs.

2.2.3 Tasks Pane

The Tasks pane of the PlateSpin Migrate Client window contains most essential migration actions.
Clicking a task opens the Action window, which you can use to select the migration source, target,
and setup method. See Section 2.7.1, “Selecting a Migration Job Setup Method,” on page 40.

2.2.4 Status Bar

The status bar of the PlateSpin Migrate Client window displays information about:

+ The PlateSpin Migrate Server that you are currently connected to.
+ The PlateSpin Migrate Network that you are currently working with.
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+ The User that you are logged in as, and the PlateSpin Migrate role assigned to your user
account.

+ The status of the Automatic Network Discovery feature.

Figure 2-5 Status Bar of the PlateSpin Migrate Client Window

|Server http'h"kaB-dmcs!F’nltahllllySulta”Netwnrk' Sample Envunnment”l_lser devdomainyohn sm'ﬂh”FlnIE' Partability Suite Admin ”.Jnhs Wigw Heady”Netwnrk Dizcoveny: Llnavallahle| %l

Double-clicking any of the first three status items opens the PlateSpin Migrate Server Settings
window. See “Connecting to a PlateSpin Migrate Server” on page 19.

Double-clicking the Network Discovery status item turns Automatic Windows Network Discovery
on or off. See “Discovering, Registering and Preparing a VM for a Server Sync Job” on page 32.

2.3 Discovering Source Workloads and
Migration Targets

For any migration job, you must have a discovered source and a discovered target. A discovery
operation populates the PlateSpin Migrate database with detailed inventory information about a
machine. This information provides the data necessary to determine the machine’s use and to
properly configure a migration job.

+ Section 2.3.1, “Prepopulating the Servers View with Windows Computers in the Network,” on
page 26

+ Section 2.3.2, “Discovering the Details of Source Workloads and Targets,” on page 27

+ Section 2.3.3, “Discovering All Machines in a Windows Domain,” on page 28

+ Section 2.3.4, “Refreshing Machine Details,” on page 28

+ Section 2.3.5, “Resetting the Mechanism Used to Authenticate Access to ESX Hosts,” on
page 28

+ Section 2.3.6, “Discovering and Registering Target Physical Machines,” on page 29

+ Section 2.3.7, “Discovering, Registering and Preparing a VM for a Server Sync Job,” on
page 32

+ Section 2.3.8, “Guidelines for Discovery Parameters,” on page 32

2.3.1 Prepopulating the Servers View with Windows
Computers in the Network

PlateSpin Migrate’s Network Discovery feature automatically populates PlateSpin Migrate Client
with a list of Windows physical and virtual machines that are online. Unlike a full discovery,
Network discovery creates a list of machines but does not retrieve detailed inventory information
about each one, which is required for workload portability jobs.

The Network Discovery feature is necessary to discover all machines of a Windows domain in a
single job. See “Discovering All Machines in a Windows Domain” on page 28.

PlateSpin Migrate uses the standard Windows network browser function for the auto-discovery
feature. Because Linux and Solaris workloads and virtual machine servers do not advertise to the
Windows network browser, they are not auto-discovered.
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The Network Discovery feature is enabled by default. To disable the feature or toggle between its
enabled/disabled modes, double-click Network Discovery in the bottom right corner of the PlateSpin
Migrate Client window.

2.3.2 Discovering the Details of Source Workloads and Targets

You can discover:

+ An individual physical machine
+ An individual virtual machine
+ The active or passive node of a Windows cluster
+ An individual virtual machine server
+ Multiple virtual machine servers
+ All VMware ESX hosts affiliated with a VMware vCenter Server
+ Multiple machines
Before starting discovery operations, make sure PlateSpin Migrate Server can communicate with
your source workloads and targets. See “Access and Communication Requirements across your
Migration Network” in your Configuration Guide.
1 On the PlateSpin Migrate toolbar, click Discover Details.
or
In the Servers view, right-click in a blank area, then select Discover Details.

Discover Details x|

~Host Mames and IP Addresses - Use Semicolons

~Machine Type

Solanis j

~'windows
Lirix

Whiware ESx
Whdware vCenter
Citrix HenServer

[~ Save (Enciypted Locally)

Dizcover... I Cloze |

Dizcovered Servers: Unlimited

2 Inthe Discover Details dialog box, type the hostname or IP address of the source or target. To
discover multiple machines, specify multiple hostnames or IP addresses separated by
semicolons.

3 Select the machine type and provide administrator credentials for the machine you are
discovering. See “Guidelines for Discovery Parameters” on page 32

Discovering hosts with Microsoft Hyper-V, Virtual Iron, and Xen Hypervisor systems results in
these systems being registered as PlateSpin Migrate source workloads (as opposed to VM host
targets). To use these platforms as workload portability targets, see “Semi-Automated
Workload Virtualization Using the X2P WorklIflow” on page 50.
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4 (Optional) If you want to store these credentials for use during future jobs, enable the Save
(Encrypted Locally) option.

5 Click Discover and wait for the process to complete.
6 (Optional) If you want to monitor the progress of the job, switch to the Jobs view.

2.3.3 Discovering All Machines in a Windows Domain

1 Enable the automatic Network Discovery feature. See “Prepopulating the Servers View with
Windows Computers in the Network™ on page 26.

2 In PlateSpin Migrate Client, expand the domain listing containing the machines to be
discovered.

3 Right-click the domain name, then select Discover All Servers.

4 Specify domain-level administrator credentials.

5 Click Discover and wait for the process to complete.

6 (Optional) If you want to monitor the progress of the job, switch to the Jobs view.

2.3.4 Refreshing Machine Details
You should routinely refresh your source workloads and targets before setting up a migration job.
To refresh a source or a target machine:

1 Inthe Servers view, right-click the required item, then select Refresh Details.

Refresh Details for ¥M DI-u5Tou.plate x|

Credentials :

User Name : | root

Pagsword I oooooooo

I~ {5ave Encrvpted Locall) !

Fishesh Cose |

2 Specify the credentials appropriate for the system being refreshed, then click Refresh.
PlateSpin Migrate starts a discovery job, which you can monitor in the Jobs view.

2.3.5 Resetting the Mechanism Used to Authenticate Access to
ESX Hosts

If you discover ESX hosts through a vCenter Server, all subsequent communications with these VM
hosts take place through the vCenter Server.

You can reset this access mechanism to Direct to ESX or back to Via vCenter:

1 Refresh the required ESX host. See “Refreshing Machine Details” on page 28.
The system prompts you to select an access type:
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Refresh Details for Host compl84 x|

~Select Access Tupe
= Direct to ES¥

& viaWhware vCenter: 10.99.118.239

~wCenter Credentials:

User Name : | EETaTatee

Password : I Ty

¥ Save [Encrypted Localy]

Riefresh... I Close |

2 Select the required option, then click Refresh.

PlateSpin Migrate rediscovers the required ESX host by using the specified access mechanism,
which it uses for all subsequent communications with that host.

2.3.6 Discovering and Registering Target Physical Machines

To discover a physical target and inventory its hardware components, you must boot the target
machine with a Physical Target Take Control ISO image on a CD or other media, from which your
target can be booted. A similar process is used to migrate workloads to virtualization platforms that
use the semi-automated virtualization process, whereby a target virtual machine on a virtual
machine host is regarded as a physical target. See “Semi-Automated Workload Virtualization Using
the X2P WorkIflow” on page 50.

To use an ISO image, download it from the Novell Downloads (http://download.novell.com). Use
the image appropriate to your target machine:

Table 2-2 1SO Boot Images for Target Physical Machines

Filename Remarks

winperamdisk. iso Windows systems with 384 MB RAM or more
winpe.iso Windows systems with 256 to 384 MB RAM
bootofxx2p.iso All Linux systems

winpe_cisco.iso Windows systems on Cisco hardware
winpe_dell.iso Windows systems on Dell hardware
winpe_fujitsu.iso Windows systems on Fujitsu hardware

After downloading the required file, unzip and save the extracted I1SO file.

+ “Discovering and Registering Target Physical Machines (Windows)” on page 30
+ “Discovering and Registering Target Physical Machines (Linux)” on page 30
+ “Performing an Unattended Registration of a Target Physical Machine” on page 31
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Discovering and Registering Target Physical Machines (Windows)

Complete these steps to register your target with PlateSpin Migrate Server when you are using an
unmodified Take Control 1SO image. For information on how to modify the image for an unattended
registration process, see KB Article 7920832 (http://www.novell.com/support/
viewContent.do?externalld=7920832).

All discovered and registered physical machines can be also used as Server Sync targets. See
“Synchronizing Workloads with Server Sync” on page 49.

1 Burn the appropriate Physical Target Take Control ISO image on a CD or save it to the required
media, from which your target can boot. See Table 2-2, “ISO Boot Images for Target Physical
Machines,” on page 29.

2 Ensure that the network switch port connected to the target is set to Auto Full Duplex.

Because the Windows version of the boot CD image supports Auto Negotiate Full Duplex only,
this ensures that there are no conflicts in the duplex settings.

3 Using the boot CD, boot the target physical machine and wait for the command prompt window
to open.

4 When prompted, enter the following URL.:
http://<hostname | IP_address>/platespinmigrate

Replace <hostname | IP_address> with the hostname or the IP address of your PlateSpin
Migrate Server host.

5 Enter administrator-level credentials for the PlateSpin Migrate Server, specifying an authority.
Use this syntax:

domain\username or hostname\username
6 Enter the password for the provided credentials.
Available network cards are detected and displayed by their MAC addresses.

7 If DHCP is available on the NIC to be used, press the Enter key to continue. If DHCP is not
available, select the desired NIC to configure with a static IP address.

7a Enter the IP address

7b Enter the subnet mask

7c Enter the gateway
8 Enter a hostname for the physical machine or press the Enter key to accept the default values.
9 Enter Yes if you have enabled SSL on the PlateSpin Migrate Server; otherwise enter No.

10 Enter the name of the PlateSpin Migrate Network that you want the discovered machine to be
part of. If you are unsure, just press the Enter key. PlateSpin Migrate Server uses the Default
Network.

After a few moments, PlateSpin Migrate displays the physical target in the Servers view.

Discovering and Registering Target Physical Machines (Linux)

Complete these steps to register your target with PlateSpin Migrate Server when you are using an
unmodified Take Control 1SO image. For information on how to modify the image for an unattended
registration process, see KB Article 7920832 (http://www.novell.com/support/
viewContent.do?externalld=7920832).

30 PlateSpin Migrate 9.0.2 User Guide


http://www.novell.com/support/viewContent.do?externalId=7920832
http://www.novell.com/support/viewContent.do?externalId=7920832

You can use a custom utility to package and inject additional Linux device drivers into the 1SO boot
image (bootofxx2p. iso). See Table 2-2 on page 29. If you want to inject drivers into the ISO
image, follow these steps first:

1 Obtain or compile the required *_ko driver filess.

IMPORTANT: Make sure the drivers are valid for the kernel included with the 1SO file
(2.6.16.21-0.8-default) and are appropriate for the target architecture.

2 Mount the ISO image in any Linux machine (root credentials required). Use the following
command syntax:

mount —o loop <path-to-1SO> <mount_point>

3 Copy the rebuildiso.sh script, located in the /tools subdirectory of the mounted ISO file,
into a temporary working directory.

4 Create another working directory for the required driver files and save them in that directory.

5 In the directory where you saved the rebui ldiso.sh script, run the following command as
root:

./rebuildiso.sh —i <ISO_file> -d <driver_dir> -m i586|x86_64
On completion, the ISO file is updated with the additional drivers.
6 Unmount the ISO file (execute the command unmount <mount_point>).
To boot the target physical machine and register it with the PlateSpin Migrate Server:
1 Burn the appropriate Take Control ISO image on a CD or save it to the required media, from
which your target can boot.
2 Boot the target machine from the 1SO image.
3 (Conditional) For 64-bit systems, at the initial boot prompt, type the following:
+ ps64 (for systems with up to 512 MB RAM)
+ ps64_512m (for systems with more than 512 MB RAM)
Press Enter.
4 When prompted, enter the PlateSpin Migrate Server URL, using the following syntax:
http://<hostname | IP_address>/platespinmigrate

Replace <hostname | IP_address> with the hostname or the IP address of your PlateSpin
Migrate Server host.

5 Enter your credentials for the PlateSpin Migrate Server.

6 Specify a static IP address or indicate that the machine should dynamically obtain an IP address
from a DHCP server.

7 Enter a name for the target host and specify an existing PlateSpin Migrate Network to work
with.

After a few moments, PlateSpin Migrate displays the physical target in the Servers view.

Performing an Unattended Registration of a Target Physical Machine

PlateSpin Migrate provides a mechanism for automating a target physical machine’s registration
with the PlateSpin Migrate Server. This involves updating the Take Control 1SO image with specific
registration information before booting the target.
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For details, see KB Article 20832 (http://support.platespin.com/kb2/article.aspx?id=20832).

2.3.7 Discovering, Registering and Preparing a VM for a Server
Sync Job

If you want to synchronize two workloads, and if your synchronization target is a virtual machine,
you must discover and register an appropriate virtual machine first. For information about the Server
Sync feature, see “Synchronizing Workloads with Server Sync” on page 49.

1

On your virtual machine server, create a virtual machine with an operating system profile
matching the intended source workload.

2 Discover the virtual machine host or refresh its details.

3 Inthe Servers view, right-click the newly created virtual machine underneath the virtual

machine server, then select Prepare for synchronization.

4 Specify administrator credentials for the virtual machine server.

(Optional) If you want to store these credentials for use during future jobs, enable the Save
(Encrypted Locally) option.

(Optional) To configure the temporary Take Control network settings, such as choosing which
virtual network to use from those available on the virtual machine server and configuring TCP/
IP settings, click Configure, then configure the network settings as required.

Click Prepare and wait for the job to complete.
On completion, the Servers view lists a new Server Sync target underneath the VM host: &

2.3.8 Guidelines for Discovery Parameters

The following are guidelines for machine type selection, credential format, and syntax for discovery
parameters.

Table 2-3 Guidelines for Discovery Parameters

Machine Type

To Discover . Credentials Remarks
Selection
All Windows Windows Local or domain For the username, use this syntax:
workloads admin credentials. ) )
+ For domain member machines:
Flexible Image authority\principal
Servers + For workgroup member machines:
hostname\principal
Windows Clusters Windows Cluster admin In discovery parameters, use the cluster’s
credentials virtual IP address. If you use the IP address
of an individual Windows cluster node, that
node is discovered as a regular (cluster-
unaware) Windows workload.
All Linux Linux Root-level username  Non-root accounts must be properly
workloads and password configured to use sudo. See KB Atrticle

7920711 (http://www.novell.com/support/
viewContent.do?externalld=7920711).
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Machine Type

To Discover ; Credentials Remarks
Selection
VMware ESX VMware ESX ESX account with
hosts admin role
OR
Windows domain
credentials (versions
4 and 4.1 only)
Linux, VMware Linux or ESX account with Use the standard URL syntax including the
ESX Server 2.5  VMware admin role port number: hostname:portnumber or
and 3.0.x systems ESX, as IP_address:porthumber as applicable. Port
with non-default  applicable numbers are not required for VMware ESX
SSH ports Server 3.5, ESXi 3.5, and ESX 4 systems.
VMware ESX VMware VMware vCenter Web All subsequent communications with ESX
hosts affiliated vCenter service credentials hosts take place through the vCenter Server.
with a VMware (username and To reset the access mechanism to Direct to
vCenter Server password) ESX or back to Via vCenter, refresh the
details of the required ESX host and select
the required option. See “Resetting the
OR Mechanism Used to Authenticate Access to
ESX Hosts” on page 28.
Windows domain
credentials (versions
4 and 4.1 only)
Citrix XenServer  Citrix username root along XenServer hosts currently do not support
VM hosts XenServer with the associated multiple root-level user accounts
password
Solaris workloads Solaris username and The user must be assigned a primary
and zone servers password administrator profile through Solaris RBAC

(role-based access control). See KB Article
7920711 (http://www.novell.com/support/
viewContent.do?externalld=7920711).

2.4 Analyzing Machines with PlateSpin Analyzer

Before you begin any large-scale migration projects, you should identify potential migration
problems and correct them beforehand. Use the PlateSpin Analyzer utility to determine whether
discovered machines are suitable for migration jobs.

NOTE: PlateSpin Analyzer currently supports only Windows workloads.

To open PlateSpin Analyzer:

1 On the Tools menu, click Analyze Servers.
The PlateSpin Analyzer window opens.
2 Select the required PlateSpin Migrate Network and the required machines to analyze.
3 (Optional) To reduce the analysis time, limit the scope of machines to a specific language.
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4 (Optional) To analyze machines in the inventory of a different PlateSpin Migrate Server, click
Connect, then specify the required PlateSpin Migrate Server URL and valid credentials.

5 Click Analyze.

Depending on the number of discovered machines you select, the analysis might take a few
seconds to several minutes.

Analyzed servers are listed in the left pane. Select a server to view test results in the right pane. Test
results can be any combination of the following:

Table 2-4 Status Messages in PlateSpin Analyzer Test Results

Result Description
Passed The machine passed the PlateSpin Analyzer tests.
Warning One or more tests returned warnings for the machine, indicating potential migration

issues. Click the hostname to see the details.

Failed One or more tests failed for this machine. Click the hostname to see the details and obtain
more information.

The Summary tab provides a listing of the number of machines analyzed and not checked, as well as
those that passed the test, failed the test, or were assigned a warning status.

The Test Results tab provides the following information:

Table 2-5 PlateSpin Analyzer Test Results Tab

Section Details

System Test Validates that the machine fulfills PlateSpin Migrate’s minimum
hardware and operating system requirements.

Take Control Hardware Support Checks for source hardware compatibility.

Target Hardware Support Checks hardware compatibility for use as a target physical
machine.

Software Test Checks for applications that must be shut down for Live

Transfer, and databases that should be shut down during Live
Transfer to guarantee transactional integrity.

Incompatible Application Test Verifies that applications known to interfere with the migration
process are not installed on the system. These applications are
stored in the Incompatible Application Database. To add, delete,
or edit entries in this database, select Incompatible Application
from the Tools menu.

The Properties tab provides detailed information about a selected machine.

For more information about using PlateSpin Analyzer and understanding the results, see KB Article
7920478 (http://www.novell.com/support/viewContent.do?externalld=7920478).
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2.5 Working with Device Drivers

PlateSpin Migrate ships with a library of device drivers, and during migration jobs it automatically
installs the appropriate ones for the target. To determine if the required drivers are available, use
PlateSpin Analyzer. See “Analyzing Machines with PlateSpin Analyzer” on page 33.

If PlateSpin Analyzer encounters missing or incompatible drivers, or if you require specific drivers
for your target infrastructure, you might need to add (upload) drivers to the PlateSpin Migrate driver
database.

+ Section 2.5.1, “Packaging Device Drivers for Windows Systems,” on page 35

+ Section 2.5.2, “Packaging Device Drivers for Linux Systems,” on page 35

+ Section 2.5.3, “Uploading Drivers to the PlateSpin Migrate Device Driver Database,” on
page 36

2.5.1 Packaging Device Drivers for Windows Systems

To package your Windows device drivers for uploading to the PlateSpin Migrate driver database:

1 Prepare all interdependent driver files (*.sys, *.inf, *_dl 1, etc.) for your target infrastructure
and device. If you have obtained manufacturer-specific drivers as a . zip archive or an
executable, extract them first.

2 Save the driver files in separate folders, with a discrete folder per device.

The drivers are now ready for upload. See Section 2.5.3, “Uploading Drivers to the PlateSpin
Migrate Device Driver Database,” on page 36.

NOTE: For problem-free operation of your migration job and the target workload, upload only
digitally signed drivers for:

+ All 64-bit Windows systems
+ 32-bit versions of Windows Vista and Windows Server 2008, and Windows 7 systems

2.5.2 Packaging Device Drivers for Linux Systems

To package your Linux device drivers for uploading to the PlateSpin Migrate driver database, you
can use a custom utility included in your Linux Take Control 1SO boot image. See Table 2-2 on
page 29.

1 Ona Linux workstation, create a directory for your device driver files. All the drivers in the
directory must be for the same kernel and architecture.

2 Download and mount the boot image, and from its /tools subdirectory, copy and extract the
ackageModules. tar.gz archive into a another working directory.

3 Enter the working directory and execute the following command:
./PackageModules.sh —d <path_to_driver_dir> -o <package name>

Replace <path_to_driver_dir> with the actual path to the directory where you saved you driver
files, and <package name> with the actual package name, using the following format:

Drivername-driverversion-dist-kernelversion-arch . pkg
For example, bnx2x-1.48_.107-RHEL4-2.6.9-11.EL-i686.pkg
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The package is now ready for upload. See .Section 2.5.3, “Uploading Drivers to the PlateSpin
Migrate Device Driver Database,” on page 36

2.5.3 Uploading Drivers to the PlateSpin Migrate Device Driver
Database

Use the PlateSpin Driver Manager to upload device drivers to the driver database.

NOTE: On upload, PlateSpin Migrate does not validate drivers against selected operating system
types or their bit specifications; make sure that you only upload drivers that are appropriate for your
target infrastructure.

+ “Device Driver Upload Procedure (Windows)” on page 36
+ “Device Driver Upload Procedure (Linux)” on page 37

Device Driver Upload Procedure (Windows)

1 Obtain and prepare the required device drivers. See Packaging Device Drivers for Windows
Systems.

2 Click Tools > Manage Device Drivers and select the Windows Drivers tab:

Windows Drivers | Livus Drivers |

~Show Diivers For:

085 Type: Service Pack: Language: Hardware Manufacturer:
windowsi<Fr64 =l Jan | [Weutral | Jan |
El
Standard
Dran a coluran headsr here to graup by that column ngé;sguuu
VhiwareServer
[ Prpid| Vendor | Model | Descripti | Version | Date | 05 Type Soucs | Updats| 11220
— |® C | [ Contai |[® Contsi |[] Conts |[&] Conta |[& Contai |[®] Contain |[&] Cont |[& Cont |[&] Contsi |®] Contd ygys
el
| | | | | | | [ [
14841 ‘scm | Microsoft |ATL NTa |ATL 710 ‘SZS?BD |1EI/‘I]1/2EIEI‘Wmdnws>< |AH |Neutla| |hu\\t-m |5/3D/2UDS ‘Slar\dard |
14842 | SCSI | Miciosoft | ATLNTa | ATL710 | 5.2.3730 | 10/01/200 | Windons | &1 Newwal | bultin | 5/30/2009 | Standard
14843 | ATLNTa  ATL7 Meutral  buiin tandard

14844 SCSI | Microsoft [ ATLNTa | ATL710 | 523730 (10/01/200 | Windows | All Meutral | built-in 573042009 | Standard

|
14845 | SCSI | Micosoft | ATLNTa [ATL710 | 5.2.3730 [10/01/200 | WindowsX | &l Meutral [ builtin 5/30/2003 | Standard
14846 SCSI | Microsoft [ ATLNTa | ATLPI0 | 523730 (10/01/200 | Windows | All Meutral | built-in 573042009 | Standard

Help 38 DekteDiivers.. | b Upload Diivers..

Doz |

3 Click Upload Drivers, browse to the folder that contains the required driver files, and select
applicable OS type, language, and hardware manufacturer options.

-~ Driver Select ~Uplozad Drivers For.
Drriver Folder Path: 0S5 Types:
I ‘machine 128" Share’\Drivers\DL360GE cp010857] j 13 | E I~ WindowsXPx6d o

[ Windows2003

- 0.0
A [[¥ Select Pnpld | Vendor| Model |Descriptio Version Date | *| 10
. |[®] Conta |[m] Conta |[m] Con |[m] Contai |[m] Contai |[m] Contsins  |[m] Contai 20
= a1
1 ~ PCIVEN | Hewlet | HPQ.NT | HPNC77 (12202 05/29/200 j English
2 W | PCIVEN | Hewlet | HPQNT | HPNC77 | 12202 057297200 E E’e”c"
erman
3 ~ PCIVEM | Hewlet | HPQ.NT | HP MCET | 12202 05/25/200 E‘
4 v PCI'VEM | Hewlet | HPQ.NT | HPMC77 | 12202 057297200 [ Netral x
5] ~ PCIWEN | Hewlet | HRQ.NT | HPNCT77 (12202 05/29/200 Hardware Manufacturer:
[ ~ PCIVEN | Hewlet | HPQ.NT | HPNC77 (12202 05/29/200 IS‘a,—"janj ;I
7 ~ PCIWVEN | Hewlet | HPQ.NT | HPNC77 (12202 05/29/200 Hardware Model:
8 ~ PCIVEM | Hewlet | HPQ.NT | HPNC77 | 12.2.02 08/25/200
B Fo A Y = VRS EVT-Ta¥ Y, M IV Ve MELEV.E) |

@ Upload. Close

4
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For most X2P migrations, select Standard as the Hardware Manufacturer option, unless your
drivers are designed specifically for any of the target environments listed.

4 Click Upload and confirm your selections when prompted.
The system uploads the selected drivers to the driver database.

Device Driver Upload Procedure (Linux)
1 Obtain and prepare the required device drivers. See Packaging Device Drivers for Linux
Systems.
2 Click Tools > Manage Device Drivers and select the Linux Drivers tab:

[T - I

~Search For Drivers By. -
Driver Name. Verdor |0, Device 1D,

[ <hrter Draves N [t Ve W [ s Dovecn K Search Show All Drivers

= 10 rIE0ET | =28 B0 685
] and-ena 371 | =28 EEFILLETER
w12 ok xB6_GAE\Mware 890201053337
GiE] metsas G_GAEMheare | BAIE010 53936

3 Click Upload Drivers, browse to the folder that contains the required driver package (*.pkg),
and click Upload All Drivers.

The system uploads the selected drivers to the driver database.

2.6 Managing Custom Actions

PlateSpin Migrate provides you with the capability to automatically execute custom actions, such as
batch files and scripts.

+ Section 2.6.1, “Managing Post-migration Actions (Windows and Linux),” on page 37
+ Section 2.6.2, “Additional Custom Scripting Capabilities for Linux Systems,” on page 39

2.6.1 Managing Post-migration Actions (Windows and Linux)

To automate specific post-migration tasks on your target, you can include a custom action, such as a
batch file, a shell script, or a program executable, in your migration job. At the end of the migration
process, PlateSpin Migrate uploads the specified action, along with its dependencies, to the target
and executes it.

Custom post-migration actions are supported for the following job types:

+ One-time Server Sync
+ Peer-to-peer workload migration
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For the capability to select a post-migration action to run as part of a migration job, you must first
save the action and its dependencies in a dedicated directory and add it to the PlateSpin Migrate
Server’s library. The maximum size of the directory must not exceed 64 MB. For information about
raising this limit, see “Increasing the Size Limit on Post-migration Actions Uploaded to the
PlateSpin Migrate Server” in your Configuration Guide.

Use the following procedure for adding a post-migration action to the PlateSpin Migrate Server’s
library of custom actions.

1 Create the action, test it on a sample workload, and save it together with its dependencies in a
directory that the PlateSpin Migrate Server can access.

Take special care when developing post-migration actions for Linux and Solaris workloads,
which allow different characters in file names and support different ACL (Access Control List)
permissions. For these operating systems, amalgamate the action’s directory structure into a
single file. See KB Article 7970214 (http://www.novell.com/support/
viewContent.do?externalld=7970214).

2 In the PlateSpin Migrate Client, click Tools > Manage Actions.
3 Click Add.

—Add Action :
Action Name: [ 2P _tPcanfia
Findows: C Linue © Solars

~Files :

Action Folder: C:\temph81 DhzMOCKLPS Browse...
File Name: | Size | Date Modified | Refresh
[post-conversion] ACTIONS W2P_IPY] bat 273KE 6/12/2009 1220518 &M
[post-conversion] ACTIONS W2P_IPA2bat 30.29KB 6/12/2003 1220718 &M Gio to Folder
[post-conversion] ACTIONSW2P_IP43bat 18.42KB 641242009 12:08:00 AM

[post-conversion] ACTIONSW2P_IPY<2P_IP bat 465 KE 6/12/2003 12:08:17 AM
[post-conversion] ACTIONSWX2P_IPYZP_IP.exe 228.05KB 6/12/20091212:32 AM

File to Execute: I [post-conversion] ACTIONSYRZR [PYZP_IP exe Set
— Default Dptions :
Command line arguments: I
Execution timeot; 0 3: seconds
¥ Mo timeaut
Help | OF. I Cancel |

4 In the Add Action window, type a name for your custom action, select the target operating
system type, then browse to and select the directory that contains the required action with its
dependencies.

PlateSpin Migrate populates the list with the contents of the selected folder.
5 In the File Name column, select the required executable, then click Set.

6 Inthe Default Options section, specify any required command line arguments and an execution
timeout, then click OK.

PlateSpin Migrate packages and uploads the library.

The action is now available for selection in migration jobs. See “Including a Custom Post-migration
Action in a Migration Job” on page 99.
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2.6.2 Additional Custom Scripting Capabilities for Linux
Systems

In addition to custom post-migration actions, PlateSpin Migrate provides an additional script
automation capability for Linux systems: freeze (executed at the beginning of the block-level data
transfer) and thaw (executed at the end of the block-level data transfer).

You might want to consider using this capability to complement the automated daemon control

feature provided through the user interface (see “Handling Source Workload Services or Daemons
During Live Transfer (Windows and Linux)” on page 84. For example, you might want to use this
feature to temporarily freeze certain daemons instead of shutting them down during Live Transfer.

To implement the feature, do the following before setting up your migration job:

1

2

Create the following files:
+ platespin.freeze.sh. A shell script to execute at the beginning of the migration
+ platespin.thaw.sh. A shell script to execute at the end of the migration

+ platespin.conf. A text file defining any required arguments, along with a timeout
value.

The required syntax for the contents of the platespin.conf file is:
[ServiceControl]

FreezeArguments=<arguments>

ThawArguments=<arguments>

TimeOut=<timeout>

Replace <arguments> with the required command arguments, separated by a space, and
<timeout> with a timeout value in seconds. If unspecified, the default timeout is used (60
seconds).

Save the scripts, along with the . conf file, on your Linux source workload, in the following
directory:

/etc/platespin

2.7 Setting Up, Executing, and Managing Jobs

Most discovery and portability operations are defined, executed, and monitored as PlateSpin
Migrate jobs.

*

*

Section 2.7.1, “Selecting a Migration Job Setup Method,” on page 40

Section 2.7.2, “Pre-migration Job Validation,” on page 42

Section 2.7.3, “Saving Migration Jobs,” on page 43

Section 2.7.4, “Starting a Saved Migration Job in the Jobs View,” on page 43
Section 2.7.5, “Changing the Start Time of a Saved Migration Job,” on page 43

Section 2.7.6, “Viewing the Parameters of a Completed or In-Progress Migration Job,” on
page 44

Section 2.7.7, “Canceling an In-Progress Job,” on page 44
Section 2.7.8, “Controlling the State of Source Workloads in the Jobs View,” on page 44
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+ Section 2.7.9, “Generating Job Reports,” on page 44
+ Section 2.7.10, “Job Diagnostics,” on page 45

2.7.1 Selecting a Migration Job Setup Method

You can set up a migration job and specify the job configuration parameters in one of the following
two modes:

+ Advanced mode: Uses the Conversion Job window, which provides access to all job
configuration parameters.

+ Wizard mode: Provides a convenient subset of the Advanced method and interactively
captures only the essential parameters of a migration job.

The following sections provide more information:

+ “Differences Between the Advanced and Wizard Job Configuration Modes” on page 40
+ “Starting a Migration Job” on page 41

Differences Between the Advanced and Wizard Job Configuration Modes

The Advanced and Wizard job configuration modes differ in the extent of available configuration
options.

In Wizard mode, PlateSpin Migrate provides a convenient subset of the Advanced method,
interactively captures the essential parameters of a migration job, itemizes settings specified in
previous wizard pages, and provides a summary at the end.

Figure 2-6 Job Configuration Window in Wizard Mode

Conversion Wizard (Move PR-YCCENTEROL to compl87)
& Summary

) Credentials Move Workload =
After the conversion, the source maching will be Shutdown

@ Transfer Method After the cohwersion, the target maching will be Powered On

P HostMame Credentials

3 ) Source Usemame: localhosthadministrator

B Networking Terget Usemame: administiator

& M Configuration Transfer Method

& WM Taok Take Control File based transfer

. HostN

= Yolumes o3t Zame
PRACCENTERDT

D Disks b
MNetworking

G Services Guest NIC 1: DHCP
Source take control: DHCP

% TransierServices | | Taroet taka contiot DHEP

zf; Past Conversian VM Configuration
Wil Name: PRACCENTERDT Wi

f:.j Summary Configuration Path: fvmts/volumes/storage [1)/PRVCCENTERDT_WM/PR-VYCCENTERDT_WM.vmy
temary: 512 MB

Help Advanced I < Back = LCancel Start |

In Advanced mode, PlateSpin Migrate provides access to enhanced job configuration options and
advanced settings for some aspects of a migration job. In Advanced mode, you access settings for an
aspect of a migration job by clicking links that are grouped in categories. To hide or show category
details, click the category bar.
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Figure 2-7 Job Configuration Window in Advanced Mode
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You can access the following enhanced job configuration options in Advanced mode, but cannot

access them in Wizard mode:

+ Specifying a non-default license for a migration job. See “Selecting a License Key for a

Migration Job” on page 67.

+ Enabling automatic job progress and status notifications. See “Configuring Automatic E-Mail
Notifications of Job Status and Progress” on page 68.

+ Job scheduling options. See “Job Scheduling” on page 72.

+ Advanced options for target virtual machine configuration. See “Virtualization Platform-
Specific and Advanced VM Configuration Options” on page 79.

+ Saving the job for on-demand execution at a later time. See “Saving Migration Jobs” on

page 43.

Starting a Migration Job

To start setting up a migration job and select either the Advanced or the Wizard method:

1 Open the Action window by using one of the following methods:

+ Drag a discovered source and drop it on a discovered target.

+ Click atask in the Tasks pane.

+ Click the New Job toolbar.

+ In the Jobs view, right-click a source and select a command from the context menu.
Available commands depend on the type of source.

The Action window opens:
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42
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Help Configure D efaults

[ Don't show this window on diag and diop

The Source and Target panes display workloads and targets applicable to the selected type of a
migration job.
The Full Transfer and Server Sync options are enabled under the following circumstances:
+ The system detects an existing operating system on the target
+ The operating system profile of the target matches that of the source workload
See “Synchronizing Workloads with Server Sync” on page 49.
2 Check validation messages at the bottom of the window.

3 To start configuring your migration job in either Wizard or Advanced mode, click Start Wizard
or click Advanced.

4 (Optional) For convenience, to avoid displaying the Action window on drag-and-drop, select
Don’t show on drag and drop before proceeding. Subsequent drag-and-drops bypass the Action
window and directly open a Conversion Job window in Advanced mode.

To restore the job migration startup behavior, restore application defaults. See “General
Options” in your Configuration Guide.

2.7.2 Pre-migration Job Validation

When starting a migration job, PlateSpin Migrate validates the job type, the source, the target, and
the selected parameters, and might generate errors and warnings.

E3 Error markers show configurations that you need to change before the migration job can start.

4, Warning markers alert you to settings that should be confirmed prior to starting the migration.
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In a default PlateSpin Migrate configuration, validation messages display at the bottom of the
Action window. See Step 1.

If you have configured PlateSpin Migrate to bypass the Action window on drag-and-drop, errors and
warnings are displayed in a separate window:

Figure 2-8 Migration Validation Window

PlatesSpin Portability Suite Conversion Yalidation

/ ! : Please nate the following wamings befare continuing :

[~ Source : DOCS
il

% Application "Microsoft SOL Server 2005 Express Edition (PORTABILITYSUITE)" is detected on this ;I

Refresh Source ..

~ Target : comp187

2 Duing the migration YiMware may power on the Target Wb on any ES Server within the DRS Cluster.

@) During the: migration Yiware DRS wil be set to Partially Automated' for the: Target Wi, but ather Yis in

the clugter will not be affected.
Refresh Target ...
Help ™ Shaow me only when validation emors occur Cancel 1y
7

To force this window to open only on errors, select the Show me only when validation errors occur
option.

2.7.3 Saving Migration Jobs

When you start a migration job in Advanced mode, you have additional options for saving the job
and executing it at a later time.

After all options have been configured for the job, click the arrow at the right side of the Save
button, then select a command from the drop-down list:

........ T o I

Save As...
Save with MTFS Encryption

2.7.4 Starting a Saved Migration Job in the Jobs View

1 Inthe PlateSpin Migrate Client’s Jobs view, click the Saved Jobs tab and locate the required
saved job.
2 Right-click the job and select Start.

PlateSpin Migrate starts the migration job.

2.7.5 Changing the Start Time of a Saved Migration Job

1 Inthe PlateSpin Migrate Client’s Jobs view, locate the required saved job.
2 Right-click the job and select Change Start Time.
The Change Job Start Time dialog box opens.
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Change Job Start Time x|

Currently scheduled ta stat on 10/17/2008 at 3:08 PM

Mew starttime: | 10/17/2008 03:08 PM =

Help I QK | Cancel |

3 Specify the required new start date and time, then click OK.
PlateSpin Migrate reschedules the job and executes it at the specified time.

2.7.6 Viewing the Parameters of a Completed or In-Progress
Migration Job

1 Inthe PlateSpin Migrate Client’s Jobs view, locate the required job.
2 Right-click the job and select View.

PlateSpin Migrate opens the job configuration window in Advanced mode and displays the
job’s configuration parameters in read-only mode.

2.7.7 Canceling an In-Progress Job

1 Inthe PlateSpin Migrate Client’s Jobs view, locate the required job.
2 Right-click the job and select Abort.

2.7.8 Controlling the State of Source Workloads in the Jobs
View

You can restart or shut down your source workload in the Jobs view, unless it in an active migration
job.

1 Inthe PlateSpin Migrate Client’s Jobs view, locate the required job.

2 Right-click the job and select Restart Source or Shutdown Source as applicable.
To automate the startup state of source and target workloads, specify the required post-migration
state in your migration job. See “Specifying Transfer Options” on page 69.

2.7.9 Generating Job Reports

You can generate detailed reports of running and completed jobs. A report records the tasks
performed during the job.

To generate a job report:

1 Inthe PlateSpin Migrate Client’s Jobs view, locate the required job.
2 Right-click the job and select Report.
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A Web browser window displays the requested report.

2.7.10 Job Diagnostics

PlateSpin Migrate provides a tool that can produce a diagnostics report for any running or completed
job.
To view a diagnostics report:

1 Inthe PlateSpin Migrate Client Jobs view, right-click the required job and select Run
Diagnostics.

The diagnostics report is displayed in a browser window. This process might take a few
moments.

The diagnostics report lists several statistics:

+ All the operations involved in the job. Click any operation to view its XML representation.
+ The status of each operation.

+ The controller that ran the operation. Click the controller to view its XML representation, or
click Logs to view its event log.

In addition, the report contains links to:

+ The XML representations of the source machine, original target machine, and the target VM
host.

+ The root operation for the job, as well as a variety of logs and reports.

Diagnostics reports can be sent directly to technical support by following the instructions provided
on the report.
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Workload Portability with Peer-to-
Peer Workload Migrations

Peer-to-peer refers to workload portability operations that result in a booted or bootable workload
on physical hardware or a virtual machine. P2P, P2V, V2V, and V2V migrations are all peer-to-peer.

This section provides information about peer-to-peer workload portability jobs and best practices.

+ Section 3.1, “Migrating a Workload to a VM Host (P2V, V2V),” on page 47

Section 3.2, “Converting a Workload to a Physical Machine (P2P, V2P),” on page 48

Section 3.3, “Synchronizing Workloads with Server Sync,” on page 49

Section 3.4, “Semi-Automated Workload Virtualization Using the X2P Worklflow,” on page 50
Section 3.5, “Advanced Workload Migration Notes,” on page 55

3.1 Migrating a Workload to a VM Host (P2V, V2V)

To initiate a peer-to-peer workload virtualization migration job:

*

*

*

*

1 Discover or refresh your source workload and your target VM host. See “Discovering Source
Workloads and Migration Targets” on page 26.

2 Start a migration job. See “Selecting a Migration Job Setup Method” on page 40.

3 Configure the required parameters of the job. See “Essentials of Workload Migration Jobs” on
page 67.

4 Run the job.

Figure 3-1 Peer-to-Peer Migration Job Window (P2V in Advanced Mode)
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3.2 Converting a Workload to a Physical Machine
(P2P, V2P)

To initiate a peer-to-peer workload migration to a physical machine:
1 Discover your source workload. See “Discovering Source Workloads and Migration Targets”
on page 26.

2 Discover and register your target physical machine with PlateSpin Migrate. See “Discovering
and Registering Target Physical Machines” on page 29.

3 (Recommended) Use PlateSpin Analyzer to ensure that:
+ Your source operating system and hardware are supported by PlateSpin Migrate.

+ PlateSpin Migrate’s X2P device driver library contains device drivers that your target
requires for the operating system being ported.

See “Analyzing Machines with PlateSpin Analyzer” on page 33.

4 (Conditional) If drivers for the physical target are missing, upload the required drivers to the
PlateSpin Migrate’s X2P device driver library. See “Working with Device Drivers” on page 35.

5 Start a migration job. See “Selecting a Migration Job Setup Method” on page 40.

6 Configure the required parameters of the job. See “Essentials of Workload Migration Jobs” on
page 67.

7 Run the job.

Figure 3-2 Peer-to-Peer Conversion Job Window (V2P in Advanced Mode)
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3.2.1 Best Practices (X2P)

+ When you are migrating a workload from one vendor to a target hardware infrastructure from
another vendor (for example, from HP to Dell), or if your source is a virtual machine, make
sure that you disable vendor-specific or VM-specific services during the transfer. For example,
the HP Insight service and the VMware Tools service. See “Handling Operating System
Services and Applications” on page 83.
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+ When you are using the Take Control transfer method for P2P and V2P migrations, make sure
that you select the appropriate Full Duplex speed that matches your network Full Duplex mode.
See “Setting Up Migration Networking” on page 73.

+ Ensure that vendor partitions are not being copied from the source. See “Handling a
Workload’s Storage Media and Volumes” on page 89.

3.3 Synchronizing Workloads with Server Sync

The Server Sync feature enables you to control the scope of data that is transferred from your source
to your target. For example, when setting up a job for a workload portability operation, you can
choose to update an existing physical or virtual machine to match the state your source workload
without transferring volume data in its entirety. PlateSpin Migrate compares the target physical or
virtual workload with the selected source and transfers only data that is different between the two,
overwriting files on the target with those on the source workload.

Server Sync is useful in situations where the size of volume data or network conditions are
prohibitive for a direct workload virtualization over the network.

+ Section 3.3.1, “Server Sync to a Virtual Target,” on page 49

+ Section 3.3.2, “Server Sync to a Physical Target,” on page 50

3.3.1 Server Sync to a Virtual Target

1 Discover your source workload. See “Discovering Source Workloads and Migration Targets”
on page 26.

2 Create a target virtual machine by using one of the following methods:

2a Do an initial migration of your workload to a virtual machine. See “Migrating a Workload
to a VM Host (P2V, V2V)” on page 47.

2b Using your virtualization platform’s native interface, manually install a virtual machine
with the same operating system profile as that of your source.

2c (Windows only) Capture your workload to a Flexible Image, and deploy it to a virtual
machine on your virtualization platform. See “Capturing a Workload to a Flexible Image”
on page 58 and “Deploying a Flexible Image” on page 62.

3 Discover and prepare the target VM for synchronization. See “Discovering, Registering and
Preparing a VM for a Server Sync Job” on page 32.

4 In the Servers view, drag your source workload and drop it on the required target (Server Sync
target or discovered physical machine under control).

If an operating system is detected on the target, and if the detected operating system matches
that of the source, the system prompts you to select the scope of data to transfer (complete
source volume data or only files that are different between the source and the target).

5 Select the Server Sync option, then click Start.
A Server Sync job starts in Advanced mode.

6 Configure the parameters of the job as dictated by the purpose of the operation. Make sure that
you map the required volumes on the source to those on the target.

7 Click Start.
PlateSpin Migrate starts the job and lists it in the Jobs view.
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3.3.2 Server Sync to a Physical Target

1 Discover your source workload. See “Discovering Source Workloads and Migration Targets”
on page 26.

2 Discover your physical target by using the appropriate Take Control ISO boot image. See
“Discovering and Registering Target Physical Machines” on page 29.

3 Inthe Servers view, drag your source workload and drop it on the required target (Server Sync
target or discovered physical machine under control).

If an operating system is detected on the target, and if the detected operating system matches
that of the source, the system prompts you to select the scope of data to transfer (complete
source volume data or only files that are different between the source and the target).

4 Select the Server Sync option, then click Start.
A Server Sync job starts in Advanced mode.

5 Configure the parameters of the job as dictated by the purpose of the operation. Make sure that
you map the required volumes on the source to those on the target.

6 Click Start.
PlateSpin Migrate starts the job and lists it in the Jobs view.

3.4 Semi-Automated Workload Virtualization
Using the X2P Worklflow

Semi-automated refers to the process of workload virtualization in which a workload's target
infrastructure is a virtual machine that PlateSpin Migrate regards as a physical machine. This applies
to the following virtualization platforms:

+ Microsoft Hyper-V

+ Xen Hypervisor on SUSE Linux Enterprise Server (SLES) 10
To migrate a workload to one of these platforms:

1 Use the native interface of the required virtualization platform to create a virtual machine

whose operating system profile matches that of your source workload.
2 Boot the newly created virtual machine by using the appropriate Take Control ISO image.

This discovers and registers the target virtual machine as a PlateSpin Migrate physical machine
target. This is similar to the process described in “Discovering and Registering Target Physical
Machines” on page 29. However, instead of burning the 1SO image to a CD to boot physical
hardware, you save the image on the VM host and use it to boot the target VM.

3 Use the PlateSpin Migrate Client to create and execute an X2P migration job.
4 Upon completion of the migration job, install virtualization enhancement software specific to
the target virtualization platform.

The following topics provide additional notes about migrating workloads to the specific
virtualization platform involved.

+ Section 3.4.1, “Migrating a Workload to Microsoft Hyper-V,” on page 51
+ Section 3.4.2, “Migrating a Workload to Xen Hypervisor on SLES,” on page 53
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3.4.1 Migrating a Workload to Microsoft Hyper-V

You can use Microsoft Hyper-V as the target virtualization platform in a semi-automated workload
virtualization.

Prerequisites:

+ Your source workload is supported by PlateSpin Migrate and Hyper-V. See “Supported Target
Virtualization Platforms” on page 13.

Additional information:
+ Microsoft Hyper-V Getting Started Guide (http://technet.microsoft.com/en-us/library/
€Cc732470.aspx)
+ Virtualization with Hyper-V (http://www.microsoft.com/windowsserver2008/en/us/
hyperv.aspx)
This section includes the following topics:

+ “Downloading and Saving the Take Control Boot ISO Image (Hyper-V)” on page 51

+ “Creating and Configuring the Target Virtual Machine (Hyper-V)” on page 51

+ “Registering the Virtual Machine with PlateSpin Migrate Server (Hyper-V)” on page 52
+ “Mlgrating Your Source Workload to the Target Virtual Machine (Hyper-V)” on page 52
+ “Post-Migration Steps (Hyper-V)” on page 53

Downloading and Saving the Take Control Boot ISO Image (Hyper-V)
1 Download the appropriate Take Control ISO image for your workload. See Table 2-2 on
page 29.

2 (Optional) If you want to perform an unattended registration of your target, update the ISO
image with the required registration parameters. See KB Article 20832 (http://
www.novell.com/support/viewContent.do?externalld=7920832).

3 Save the ISO image in a location that Hyper-V server can access. For example: c:\temp.

This ensures that the Take Control ISO image is available to the target VM as a bootable CD-
ROM image.

Creating and Configuring the Target Virtual Machine (Hyper-V)
1 Use the Hyper-V Manager’s New Virtual Machine Wizard to create a new virtual machine with
the following settings:
+ Name and Location: Specify a name for your new target and accept the default location.
+ Assign Memory: Assign at least 384 MB of RAM to the VM.

+ Connect Virtual Hard Disk: Ensure that the virtual disk size is equal to or greater than
the system disk of your source workload.

+ Installation Options: Configure the VM to boot from an 1SO image file, and point the
wizard to the downloaded Take Control 1SO image.

+ Summary: Configure the VM to not start upon creation (deselect the Start the virtual
machine after it is created option).
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2 After creating the VM, remove the default NIC and replace it with a generic one, called Legacy
Network Adapter.

This is required because the New Virtual Machine Wizard creates a NIC of a custom Microsoft
type, which is currently unsupported by PlateSpin Migrate.

3 Connect the newly added NIC (Legacy Network Adapter) to the external virtual network.
4 Start the VM and use the Virtual Machine Connection Console to monitor the boot process.

When the virtual machine completes the boot process, it prompts you for parameters that
control the registration of the machine and its profile with PlateSpin Migrate. If you are using
the unattended registration process, the required parameters are read from an answer file.

Registering the Virtual Machine with PlateSpin Migrate Server (Hyper-V)

Complete these steps to register your target with PlateSpin Migrate Server when you are using an
unmodified Take Control 1SO image. For information on how to modify the image for an unattended
registration process, see KB Article 20832 (http://www.novell.com/support/
viewContent.do?externalld=7920832).

1 At the command line in the Hyper-V Virtual Machine Connection Console, provide the
required information at each individual prompt:
+ PlateSpin Migrate Server: Use the following syntax:
http://server_host/platespinmigrate
Replace server_host with the actual PlateSpin Migrate Server host’s name or IP address.

+ Credentials (User Name/Password): Enter the name of an admin-level user on the
PlateSpin Migrate Server host, including the domain or machine name. For example:
domain\username, or localhost\Administrator. Provide a valid password for the specified
user.

+ Network Card: Select the network card that is active, then either enter a temporary static
IP address for this card or press the Enter key to use a DHCP server.

+ Temporary hostname: Provide a temporary VM name for PlateSpin Migrate Client to
use to list the newly registered VM. The workload’s target hostname you select in the
migration job overwrites this name.

+ SSL encryption: If your PlateSpin Migrate is installed on a host with SSL encryption
enabled, enter Yes. If not, enter No.

+ PlateSpin Migrate Network: Unless you have defined your own PlateSpin Migrate
Network in PlateSpin Migrate Client, press the Enter key. If you are working with a non-
default PlateSpin Migrate Network, type its name, then press the Enter key.

A controller on your target virtual machine communicates with PlateSpin Migrate Server
and registers the virtual machine as a physical target for a migration job.

Migrating Your Source Workload to the Target Virtual Machine (Hyper-V)

1 Use PlateSpin Migrate Client to start an X2P migration job with your source workload being
the job’s migration source and the target being the new VM on Hyper-V. See “Converting a
Workload to a Physical Machine (P2P, V2P)” on page 48.

2 Monitor the migration job in PlateSpin Migrate Client‘s Jobs view.

When the job reaches the Configure Target Machine step, the virtual machine’s console returns
to the boot prompt of the Take Control 1SO image.
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3 Shut down the virtual machine and reconfigure it to boot from disk rather than from the boot
image.

4 Power on the virtual machine.
The migration job resumes, reboots the target, and completes the workload configuration.

Post-Migration Steps (Hyper-V)

Install Hyper-V Integration Services (virtualization enhancement software). For more information,
see your Microsoft Hyper-V Getting Started Guide.

3.4.2 Migrating a Workload to Xen Hypervisor on SLES

You can use the Xen Hypervisor on SLES as the target virtualization platform in a semi-automated
workload virtualization.

Prerequisites:

+ Your target is a fully virtualized (not paravirtualized) virtual machine.
+ Your source workload is supported by PlateSpin Migrate and the Xen hypervisor. See
“Supported Target Virtualization Platforms” on page 13.
Additional information:

+ Virtualization with Xen (http://www.novell.com/documentation/sles10/xen_admin/
index.html?page=/documentation/sles10/xen_admin/data/bookinfo.html)

This section includes the following topics:

+ “Downloading and Saving the Take Control Boot ISO Image (Xen on SLES)” on page 53
“Creating and Configuring the Target Virtual Machine (Xen on SLES)” on page 53

+ “Registering the Virtual Machine with PlateSpin Migrate Server (Xen on SLES)” on page 54
“Migrating Your Source Workload to the Target Virtual Machine (Xen on SLES)” on page 55
+ “Post-Migration Steps (Xen on SLES)” on page 55

*

*

Downloading and Saving the Take Control Boot ISO Image (Xen on SLES)
1 Download the appropriate Take Control ISO image for your workload. See Table 2-2 on
page 29.

2 (Optional) If you want to perform an unattended registration of your target, update the 1ISO
image with the required registration parameters. See KB Article 20832 (http://
www.novell.com/support/viewContent.do?externalld=7920832).

3 Save the downloaded image file in the following directory:

/var/lib/xen/images

Creating and Configuring the Target Virtual Machine (Xen on SLES)

1 OnSLES 10, use the Virtual Machine Manager Wizard or the Create Virtual Machines program
shortcut to create a new virtual machine and install an operating system that matches the profile
of your source.
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Ensure that the new virtual machine is created with the following settings:
+ Virtualization method: Fully virtualized.

+ Memory: Assign at least 384 MB of RAM to the VM. This ensures that the VM has
sufficient resources during the migration and improves transfer speed. If the virtual
machine requires less memory after the migration, reduce the assigned memory after the
migration completes.

+ Disks: Assign one or more disks, depending on the requirements of your source workload.
The storage can be either a raw SAN LUN or a virtual disk. Also, create a Virtual CD-
ROM assigned to the downloaded Take Control ISO image.

+ Operating System: Must match the operating system profile of your source workload.

2 Ensure that the VM is configured to restart on reboot by exporting the VM’s settings from the
xend database to a text file and making sure that the on_reboot parameter is set to restart. If
not, shut down the VM, update the settings, and reimport them into the xend database.

For detailed instructions, see "Configuring a Virtual Machine by Modifying its xend Settings”
(http://www.novell.com/documentation/sles10/xen_admin/index.html?page=/documentation/
sles10/xen_admin/data/sec_xen_virtualization_xend_vmachine.html) in the SLES 10
documentation.

3 From the Virtual Machine Manager, launch the virtual machine console and monitor the boot
process.

When the virtual machine completes the boot process, it prompts you for parameters that
control the registration of the machine and its profile with PlateSpin Migrate. If you are using
the unattended registration process, the required parameters are read from an answer file.

Registering the Virtual Machine with PlateSpin Migrate Server (Xen on SLES)

Complete these steps to register your target with PlateSpin Migrate Server when you are using an
unmodified Take Control 1SO image. For information on how to modify the image for an unattended
registration process, see KB Article 20832 (http://www.novell.com/support/
viewContent.do?externalld=7920832).

1 At the command line, provide the required information at each individual prompt:
+ PlateSpin Migrate Server: Use the following syntax:
http://server_host/platespinmigrate
Replace server_host with the actual PlateSpin Migrate Server host’s name or IP address.

+ Credentials (User Name/Password): Enter the name of an admin-level user on the
PlateSpin Migrate Server host, including the domain or machine name. For example:
domain\username, or localhost\Administrator. Provide a valid password for the specified
user.

+ Network Card: Select the network card that is active, then either enter a temporary static
IP address for this card or press the Enter key to use a DHCP server.

+ Temporary hostname: Provide a temporary VM name for PlateSpin Migrate Client to
use to list the newly registered VM. The workload’s target hosthame you select in the
migration job overwrites this name.

+ SSL encryption: If your PlateSpin Migrate is installed on a host with SSL encryption
enabled, enter Yes. If not, enter No.
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+ PlateSpin Migrate Network: Unless you have defined your own PlateSpin Migrate
Network in PlateSpin Migrate Client, press they Enter key. If you are working with a non-
default PlateSpin Migrate Network, type its name, then press the Enter key.

A controller on your target virtual machine communicates with PlateSpin Migrate Server
and registers the virtual machine as a physical target for a migration job.

Migrating Your Source Workload to the Target Virtual Machine (Xen on SLES)

1 Use PlateSpin Migrate Client to start an X2P migration job with your source workload being
the job’s migration source and the target being the new VM on the Xen hypervisor. See
“Converting a Workload to a Physical Machine (P2P, V2P)” on page 48.

2 Monitor the migration job in the PlateSpin Migrate Client‘s Jobs view.

When the job reaches the Configure Target Machine step, the virtual machine’s console returns
to the boot prompt of the Take Control 1ISO image.

3 Shut down the virtual machine, reconfigure it to boot from disk rather than from the boot
image, and deselect the VS Tools Installed option.

4 Power on the virtual machine.
The migration job resumes, reboots the target, and completes the workload configuration.

Post-Migration Steps (Xen on SLES)

Install SUSE Drivers for Xen (virtualization enhancement software). For more information, see the
following online document:

Virtualization with Xen (http://www.novell.com/documentation/sles10/xen_admin/
index.html?page=/documentation/sles10/xen_admin/data/bookinfo.html).

3.5 Advanced Workload Migration Notes

+ Section 3.5.1, “Migrating Windows Clusters,” on page 55

3.5.1 Migrating Windows Clusters

PlateSpin Migrate supports the migration of a Microsoft Windows cluster’s business services (to
ESX 3.0.2 and later).

The supported clustering technologies are:

+ Windows 2003 Server-based Windows Cluster Server (Single-Quorum Device Cluster model)
+ Windows 2008 Server-based Microsoft Failover Cluster (Node and Disk Majority and No
Majority: Disk Only models)

You can use a Move job to migrate the essential services of a cluster that results in a functional
single-node cluster in a virtual machine.

The scope of support for cluster migrations in the current release is subject to the following
conditions:

+ The source workload of the migration must be the active node—the node that currently owns
the quorum resource of the cluster. To discover a cluster, specify the IP address of one of the
cluster’s resource groups.
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+ A cluster’s quorum resource must be collocated with the cluster’s resource group (service)
being protected.

+ Forasuccessful X2P or Server Sync operation, target disks must have discrete SCSI controllers
to separate the cluster’s shared disks from disks that host system volumes of individual nodes.

+ To be able to function, the migrated single-cluster virtual machine requires access to a domain
controller with the same parameters as the original domain controller. To address this
requirement, consider either leaving the original domain controller online or simultaneously
migrating it as well.

The workflow of migrating a Windows cluster is similar to that of migrating a standalone server:

1 Discover the active node, specifying the cluster IP address and cluster admin credentials.

2 Inthe Servers view, use drag-and-drop to start a migration job, then configure the job’s
parameters.

NOTE:

Selecting Shut down for the source’s post-migration end state results in all nodes of the cluster being
shut down.

If a cluster failover occurs prior to the completion of file transfer, the migration job is aborted. If this
happens, refresh the source and retry the migration job.

56 PlateSpin Migrate 9.0.2 User Guide



Workload Portability with a
Flexible Image

This section provides information about using the PlateSpin Flexible Image volume archiving
feature.

+ Section 4.1, “About Flexible Images,” on page 57

+ Section 4.2, “Designating a Flexible Image Server,” on page 57

+ Section 4.3, “Capturing a Workload to a Flexible Image,” on page 58

+ Section 4.4, “Creating Images by Using Raw or Existing Volume Data,” on page 60

+ Section 4.5, “Deploying a Flexible Image,” on page 62

+ Section 4.6, “Managing Flexible Images,” on page 63

4.1 About Flexible Images

One of PlateSpin Migrate’s three fundamental workload infrastructures, a PlateSpin Flexible Image
is an image of a supported Windows workload consisting of volume data along with configuration
specifics of the source server’s hardware, operating system, and network identity.

Image configurations are maintained in an XML (config.xml) file with each image having one or
more sets of associated volume data.

Flexible Images and the image server’s config.xml configuration file are stored on the designated
Flexible Image Server host in the following directory:

--\Program Files\PlateSpin Image Server

In addition to volume data directly captured during an X21 migration, PlateSpin Migrate supports
existing or raw volume data.

Like peer-to-peer migrations, image deployment allows for key workload configuration options,
such as those for managing the workload’s disk layout, volume sizes, network identity, and domain
or workgroup affiliation.

4.2 Designating a Flexible Image Server

To work with Flexible Images, you must first designate a machine as an image server by installing
the Flexible Image Server software on it. You can install a Flexible Image Server instance either on
a dedicated host or on your PlateSpin Migrate Server host.

NOTE: Although collocation of the PlateSpin Migrate Server with a Flexible Image Server instance
on the same host is supported, the recommended setup is to install a Flexible Image Server on a
dedicated host, which simplifies troubleshooting related to imaging functionality.

Dedicated Flexible Image Server hosts must meet the following requirements:
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Table 4-1 Flexible Image Server Host Requirements

Requirement Details

Operating System Any of the following:

+ Microsoft Windows Server 2008
+ Microsoft Windows Vista
+ Microsoft Windows Server 2003

+ Microsoft Windows 2000
Disk Space Minimum 100 MB for basic controller software.

Additional space requirements depend on the number and size of workload
images that you intend to store on a given image server.

Software + Microsoft .NET Framework 2.0 or later

+ (Windows Server 2008 and Vista systems only) Remote Registry
service enabled

To designate a machine as a Flexible Image Server:

1 Discover the system you plan to designate as a Flexible Image Server.
2 Inthe Servers view, right-click the discovered server and select Install Image Server.

Install Image Server - Sample Environment @

Credentials for winZk-SrvSync-S:
User Name :
compud1iadministrator

Password :

Test
[Test Succeeded)

Image Server Settings:
Default Image Folder :
D: | | \Program Files\PFlateSpin Image Server

3 Provide administrator credentials for the selected host and specify the desired directory for
image files.
4 Click Install.

PlateSpin Migrate installs a controller on the selected host and configures it to run as a Flexible
Image Server. On completion, the Servers view lists a new Flexible Image Server item:

4.3 Capturing a Workload to a Flexible Image

Use this procedure to capture a physical or virtual workload as a PlateSpin Flexible Image.

1 Discover, or refresh the details of, your source workload and your Flexible Image Server.
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2 Start a new Capture Image job by using one of the following methods:

+ In the Servers view, right-click the source workload, then select Capture Image. In the
Action window, select the source workload and the target image server.

+ In the Tasks pane, click Capture Image. In the Action window, select the source workload
and the target image server.

+ In the Servers view, drag the source workload and drop it on the image server. If you
configured PlateSpin Migrate to bypass the Action window on drag-and-drop, the Create

Image dialog box prompts you to specify whether you want to create a new image or use
existing volume data.

Create Image
Job Selection

() Use existing volume data

[ hep J[_ok [ concel |

3 Select Create Image, then click OK. For information about the Use existing volume data
option, see “Creating Images by Using Raw or Existing Volume Data” on page 60.

Create Image Job - Sample Environment |:‘@E\
Source Server TargetImage Server
DEMO-W2K3 3 DEMO-IMAGES
> \_4
g 1011718 101.17.11
“windows 2003(9.2.3730) ', Image Server(5.0.0.3050)

Select an item to view / edit its details:

E_}} Joh Configuration 3

During the conversion, the source maching wil remain under PlateSpin contral
After the conversion, the source maching will remain under PlateSpin control
Schedule Scheduled to start immediately

Source : Success

 Target - Success

Maotifications Ewent Motifications will not be sent for this job

T ake Control Temporary source server network connectiors 10117 1 (Auta Negotiate]
Licerse Ke The license key wil be automatically sslscted during the conversion

General

Credentials

Image Caonfiguration A

N ENIEE

Display name: DEMO4W2K3 Image:

Genesal Location: C:\Progiam Files\PlateSpin Image Server\DEMO- ADEMO-W2K3 Image.xml

=
g ’tlgzl Operating System and Application Configuration H

4% Live Transfer Services [Source] Live Transfer is disabled, na services will be stopped

;.Z; Drivve: Configuration &

G Volmes Image will include all volumes

4 Specify the required settings for the migration job by clicking the links in each category:

+ Job Configuration: Specify the required transfer method and operational continuity
settings for your source and target (General), scheduling options (Schedule), source and
target credentials (Credentials), job status and progress notification options, temporary
network settings (Take Control), and the required license key to use (License Key).

+ Image Configuration: Specify the image name, the path to the location where the you
want the image to be stored, and whether or not to use NTFS compression (under Image
Configuration, click General).
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Image Configuration - Sample Environment

General |

Target Image
Image Name :

| N¥-FILEVM-01 Image

Configuration File Path :

|E: j | “Program Files\PlateSpin Image Server\NY-FILEVHM-01 Image'NY-F |

[] Compress image using NTFS Compression

Cancel ]

+ Operating System and Application Configuration: If you selected the Live Transfer
method, specify how you want PlateSpin Migrate to handle operating system and
application services on your source (Live Transfer Services).

+ Drive Configuration: Select the volumes that you want PlateSpin Migrate to include in
the image and specify the path for the package file (under Drive Configuration, click

\Volumes).

Properties

.Sallings ) |

Select volumes ta include inimage :

Include ?
i
|

Predicted image size ‘
S0dfcl.pkg | 1.9 GE
adle2c57.pkg 1.2 GB

Wolume [vata Mapping for C:

Pty | E:\mages\Physical DEMD-Ww2K48490dic0 kg

4.4 Creating Images by Using Raw or Existing

Volume Data

PlateSpin Migrate can use existing system images to create a PlateSpin Flexible Image.

+ Section 4.4.1, “Importing Existing or Raw Volume Data,” on page 60
+ Section 4.4.2, “Additional Information About Creating Flexible Images,” on page 62

4.4.1 Importing Existing or Raw Volume Data

1 Discover the source machine with the raw volume data you want to capture.
2 Drag and drop the source server onto the target Flexible Image Server.

One of the following happens:

+ The Action dialog box opens. Ensure that the Capture Image option is selected in the
Actions area. Click Advanced. Alternatively, to use the Wizard, click Start Wizard.
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+ If you configured PlateSpin Migrate to bypass the Action window on drag-and-drop, the
Create Image dialog box prompts you to specify whether you want to create a new image
or use existing volume data. Select Use existing volume data and click OK.

Create Image
Job Selection

(O}

() Use existing volume data

[ hee J[_ ok ][ ceneel |

3 Inthe Create Image Job window, click Volumes under the Drive Configuration category. A
Properties dialog box opens.

Properties E|

Settmgs- ‘

Select volumes to include in image |
Inchide 7 Yolume Maps to Fredicted image size |

C: [MTFS -. | EXNmag
|l D [NTFS) 1268

Volume Data Mapping for C:
Path of image on Image Server:
‘ E:\MmagestLiveStatehl Sone.v2i ‘ E][ Advanced

@ Image Type: Symantec LiveState Image
Repackage: No
Use incremental backup ;: Mo

4 Select each volume. In the text box at the bottom of the dialog box, type the full path to the
directory containing the raw volume data, or to the existing image file for each volume.

5 For each image, further properties can be configured by clicking the Advanced button:

Repackage: Select this option to create a
Flexible Image from the provided image
file.

Properties

Repackage

] Repackage ‘

6 After selecting suitable images or raw volume data for each volume to be included, confirm the
settings for the Job Configuration and Image Configuration sections.

7 Click Start to begin the image creation process.
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4.4.2 Additional Information About Creating Flexible Images

Table 4-2 Knowledge Base Articles Related to Flexible Images

ID Description

7920392 (http://www.novell.com/support/ HOWTO: How to create a Flexible Image from NT
viewContent.do?externalld=7920392) backup restore.

2790417 (http://www.novell.com/support/ HOWTO: How to create a Flexible Image from
viewContent.do?externalld=7920417) Computer Associates' BrightStor restore.
7920400 (http://www.novell.com/support/ HOWTO: How to create a Flexible Image from
viewContent.do?externalld=7920400) Symantec's Backup Exec system restore.
7920461 (http://www.novell.com/support/ HOWTO: How to create a Flexible Image from
viewContent.do?externalld=7920461) Ghost Image extraction.

7920723 (http://www.novell.com/support/ FAQ: How to create a Flexible Image from IBM
viewContent.do?externalld=7920723) Tivoli Storage Manager (TSM).

4.5 Deploying a Flexible Image

Use this procedure to deploy a Flexible Image on a supported physical machine or virtualization
platform.

1 Drag and drop the required Flexible Image to a discovered target physical machine or VM host.

Deploy Image Job - Sample Environment ] 4
Source Image Target Virtual Machine Senver
DEMO-WINZK03-1 3 LA-GSX-01
_: 1011721 g//‘ia 192168.80.43
“ Windows 2003 Enterprise [5.2.3730] Whdware GSx Server[3.1.0.9033)
Select an item to view / edit its details: Confiqure Defaults

-
A 1=

E:l; Job Configuration

Originating source maching assumed Offline

@ General After the conversion, the target machine will be Powered On
() Schedule Scheduled to start immediately
~ . E:’ Image Server : The Credentialz are invalid or are blank
@) Lredentisls Target : The Credentials are invalid or are blank
_i‘b Faost Conversion Mo additional action defined
) Matifications Ewent Motifications will not be sent for this job
; E:’ Temparary source server netwark connection: DHCP Enabled
W Take Control Target - |P Address required
ﬁ Licerss Ke The licenze key will be automatically selected during the conversion

\f) Whdware GSX Witual Machine Configuration

tdemory will be temporarily changed to 384ME during the conwversion
G | &, Dizplay name: DEMO-WIN2K03-1 WM
5 ClEE = Memoary allocated: 512 MB; Mumber of CPUSs: 1
Installing Yhware Toaols: Yes

H MNetwork Configuration

&) Metwork |dentification Host name: DEMOwWIN2K03-1 -
Map: "10.1.17.21 [Local Area Connection]'
B GuestMIC1 To: 10.1.17.21 on Irtel 3255x-based PCI Ethemet Adapter [10/100] [Bridged]

-
‘é;"&"lz.' Operating System and Application Configuration

) Windows Services [Tanget Mo changes to service start up modes

Help E!AII ermrors must be resolved befare cantinuing Save | '| Start

2 Specify the required settings for the migration job by clicking the links in each category.
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Migration jobs are auto-configured to create the target machine with the same settings as the
source server. Depending on the objectives of the migration, you can:

+ Modify the Network Identification settings to configure the hostname and domain/
workgroup registration of the target machine.

+ Modify the Guest NIC settings to configure the TCP/IP properties for the network
adapters on the target machine.

+ Modify the Drive Configuration settings to select the volumes to copy during the
migration.

3 If the intended target is a virtual machine, specify the required virtual machine parameters and
select the options you require, such as memory allocation, or automatic installation of VMware
Tools or VMAdditions.

4 Review and address errors and warnings.
5 Click Start to deploy the image.

4.6 Managing Flexible Images

+ Section 4.6.1, “Moving Images from One Flexible Image Server to Another,” on page 63
+ Section 4.6.2, “Automating Image Operations,” on page 63
+ Section 4.6.3, “Browsing and Extracting Image Files,” on page 64

4.6.1 Moving Images from One Flexible Image Server to
Another

1 Copy the image directory from the old Flexible Image Server host’s file system to a location on
the new Flexible Image Server host.

2 Update the new Flexible Image Server’s config.xml file to identify the path to and the name
of the image that was moved from the old Flexible Image Server.

3 Refresh the new image server’s details in the PlateSpin Migrate Client’s Servers view.
For more information, see KB Avrticle 20189 (http://www.novell.com/support/
viewContent.do?externalld=7920189).

4.6.2 Automating Image Operations

You can use the ImageOperations command line utility, included with PlateSpin Migrate, to
automate several tasks related to images, such as regularly moving multiple base images, along with
related increments, between Flexible Image Servers.

The utility provides the capability to automate the following operations:

+ Register: Associate an image or image increments with a specified image server.
+ Unregister: Disassociate a registered image from a specified image server.
+ Gather: Assemble a package of a Flexible Image and its volumes into a specified subdirectory.
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To use the ImageOperations command line utility:
1 On your Flexible Image Server host, open a command interpreter (cmd.exe) and change the
current directory to . .\Program Files\PlateSpin Image Server\ImageOperations.
2 Type ImageOperations followed by the required command and parameters, then press Enter.
For command syntax and usage details, type ImageOperations, then press Enter.
3 When you have finished, refresh the image server’s details in the Servers view.

4.6.3 Browsing and Extracting Image Files

During a disaster recovery effort or a business continuity exercise you can selectively restore files in
your production server’s file system, using backup versions of those files that are stored in PlateSpin
Flexible Images.

To do this, you can use the PlateSpin Image Browser utility, which enables you to browse, search,
sort, and extract files from different sources:
+ Animage file
+ A specific image increment file
You can work with both base images and image increments by loading different files:
+ A base image’s corresponding binary file (volume-x. pkg) or text configuration file
(image_name.xml).
+ Animage increment’s binary (image_increment.pkg) file. You cannot use an increment’s text
configuration file (image_increment_name.xml).

The utility enables you to work with image files in a Windows Explorer-like environment. A
command line version enables you to extract files at the command line.

+ “Starting the Image Browser and Loading Image Files” on page 64

+ “Sorting and Searching Items in the Image Browser Interface” on page 65

+ “Extracting Items” on page 65

+ “Browsing and Extracting Image Files at the Command Line” on page 66

Starting the Image Browser and Loading Image Files

1 Start the ImageBrowser program (ImageBrowser .exe), located in one of the following
directories:

+ On your PlateSpin Migrate Server host:
.. \PlateSpin Migrate Server\bin\ImageOperations
+ On your Flexible Image Server host:
--\Program Files\PlateSpin Image Server\lmageOperations

The utility starts and displays the Open dialog box. At any time after the program’s initial
startup, you can load an image file by clicking File > Open.

2 Inthe Open dialog box, select the file type, navigate to and select the required image or image
increment file, then click OK.

The utility loads the required file and displays its contents in a two-pane interface.
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_ PlateSpin Image Browser _ | [m] lI

File  Actions Help |ncrement I j
-] ServiceProfiles | [ Mame | ]
-] LacalService | %] #PSSHHDR.AI 561
= l.‘Jn.atwmrkSarvics |ﬂ rpssvosdl 1636
&[] servicing CxPsviewer
(] Setup o wwizard. ded 2
-] SoftwareDistributior .ﬂ wwizards. di 209
g % ii:;z:’&ache (Hwerea i n
) &
P %] w2 dil a3
-] System32
» [j Lapi J
[ Tasks ClehTw
-3 Tem v | | [ zipflch.di My
4 I V[ |l | 3

SRC-WZ2KBSTD3Z IMAGE Sc7F62d4 . pka'iivindows) System3z2

Depending on the size of the image, it might take a few seconds to several minutes for the
utility to load the required file.

Sorting and Searching Iltems in the Image Browser Interface

You can sort the contents of a selected directory by name, size, type, date last modified, and by file
attribute. To sort items in a selected view, click the corresponding bar at the top of the right pane.

You can search for a specific directory name or file name. You can use alphanumeric text, wildcards,
and regular expressions. Regular expression search patterns that you specify must adhere to the
Microsoft .NET Framework regular expression syntax requirements. See the Microsoft .NET
Framework Regular Expressions page on MSDN (http://msdn.microsoft.com/en-us/library/
hs600312.aspx).

To search for an item:
1 Load the required image or image increment. See “Starting the Image Browser and Loading
Image Files” on page 64.
2 Inthe left pane, select a volume or a subdirectory.
3 On the Actions menu, click Search.

Alternatively, you can right-click the required volume or subdirectory in the left pane and click
Search in the context menu.

The Image Browser Search window opens.

4 Specify the name of the file you are searching. If you are using a regular expression, select the
corresponding option.

5 Click Search.
The results are shown in the right pane.

Extracting Iltems
1 Load the required image or image increment. See “Starting the Image Browser and Loading
Image Files” on page 64.

2 Locate and select the required file or directory.You can select multiple files and directories in
the right pane.

3 On the Actions menu, click Extract.
Alternatively, you can right-click the required item and click Extract in the context menu.

The Browse for Folder dialog box opens.
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4 Browse to the required destination, then click OK.
The selected items are extracted to the specified destination.

NOTE: Files that you choose to overwrite are deleted if you interrupt the extraction process.

Browsing and Extracting Image Files at the Command Line

To browse and extract files from images and image increments at the command line, you can use the
ImageBrowser .Console utility.

To start the utility:

1 On your Flexible Image Server host, open a command interpreter (cmd.exe) and change the
current directory to . .\Program Files\PlateSpin Image Server\ImageOperations.
2 At the command prompt, type ImageBrowser .Console, then press Enter.

For command syntax and usage details, type ImageBrowser.Console /help, then press
Enter.
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Essentials of Workload Migration
Jobs

This section provides information about configuring the key aspects of a workload migration job
using the PlateSpin Migrate Client.

Where applicable, differences between the Advanced and Wizard modes are noted. See “Setting Up,
Executing, and Managing Jobs” on page 39.
+ Section 5.1, “Selecting a License Key for a Migration Job,” on page 67

+ Section 5.2, “Configuring Automatic E-Mail Notifications of Job Status and Progress,” on
page 68

+ Section 5.3, “Specifying Transfer Options,” on page 69

+ Section 5.4, “Specifying End States for Source and Target Workloads,” on page 69

+ Section 5.5, “Specifying Source and Target Workload Credentials,” on page 70

+ Section 5.6, “Managing a Workload’s Network Identity,” on page 71

+ Section 5.7, “Job Scheduling,” on page 72

+ Section 5.8, “Setting Up Migration Networking,” on page 73

+ Section 5.9, “Configuring Target Virtual Machines,” on page 78

+ Section 5.10, “Handling Operating System Services and Applications,” on page 83

+ Section 5.11, “Handling a Workload’s Storage Media and Volumes,” on page 89

+ Section 5.12, “Including a Custom Post-migration Action in a Migration Job,” on page 99

5.1 Selecting a License Key for a Migration Job

By default, PlateSpin Migrate automatically selects the best license key for a particular migration
job. If you have multiple license keys, you can select a specific license key to apply to a particular
migration job. For information about product licensing and license key management, see “PlateSpin
Migrate Product Licensing” in your Configuration Guide.

To view or modify the license key selected for a migration job:

+ In Advanced mode: In the Migration Job window, under the Job Configuration section, click
License Key.

Job Configuration

Transfer Options | End States | Schedule | Credertials | Notiications | Take Contiol ~ Lisense Key | Post Conversion |

I~ Automatically select the best license key during the conversion

License Keys

The selected license key will be used for this conversion:

|  PCDEV-unlimited

Module BestFit | Conversions | Conversions remaini..| ‘Workloads |‘Workloads re..| Live Tians..| Incremental.. | Block Bas.
FL-DEW-unlimited i

hoto-shel Onlimited  Uniimited Uniimited  Unlinited

designations. This| FC-ta-Workload-1... Unlimited Unlimited 100 100 Enabled  Enabled Enabled
PC-Ma-changing 30 28 an 28 Enabled Enabled Enabled

Helps
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+ In Wizard mode: Not available.

To manually choose a different key, deselect the Automatically select the best license key during the
migration check box and choose the required license key from the drop-down list.

Certain licenses cannot be selected if they are invalid for the current migration. Licenses can be
invalid for reasons such as:

+ There are no remaining migrations for the license.
+ The license does not allow X2V migrations and the current migration is a P2V.

+ The license does not support live transfer migrations and the current migration is marked for
live transfer.

The selected license key is displayed on the License Key tab and the description is updated
accordingly.

5.2 Configuring Automatic E-Mail Notifications
of Job Status and Progress

You can set up a migration job to automatically send e-mail notifications about status and progress
to a specified address:

+ Job events: Job status messages Completed, Recoverable Error, and Failed.
+ Job progress: Detailed job progress messages at configurable intervals.

You can specify SMTP server and e-mail account details either during the migration job or globally.
See “Notification Service” in your Configuration Guide.

To configure automatic e-mail notifications:

+ In Advanced mode: In the Migration Job window, under the Job Configuration section, click
Notifications.

= 3 JUL LUngurauun ‘

3 Transfer Options During the conversion, the source machine will remain: under PlateSpin control

After the conversion, the source machine state will be: Shutdowin
Alter the conversion, the target machine state will be: Powered On

Schedule Scheduled to start immediately

(%] Source : The credentials are invalid or are blank
Target: The credentials are inwalid or are blank

Notifications Event Motifications will not be sent for this job

Job Configuration - Sample Environment ﬂ

Transfer Optiors | End States | Schedu\el Credentials ~ Motifications | Take Control | License Key | Past Conwversion |

End States

Credentials

DB

| Send To Addresses i
- i~ Receive Event Notifications [Completed,
m Recoverable Ermror, Failed) |

¥ Receive Progress Notifications

— suppoit@platespin com
Interval ime: | B0 = minutes

»

Remove |

Email Farmat: @ HTML € Plain Test

—_—

Configure...

[ et
»

Help | 0K Cancel —vl

+ In Wizard mode: Not available.
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5.3 Specifying Transfer Options

Transfer options enable you to specify:

+ How data is transferred from source to target. PlateSpin Migrate supports multiple transfer
methods, and their availability depends on your workload and migration job type. See
“Supported Transfer Methods” on page 14.

+ The scope of workload data to transfer from the source to the target (Full Migration and
Changes only). Applicable only to Server Sync jobs. See “Synchronizing Workloads with
Server Sync” on page 49.

+ Whether to encrypt the data transferred from source to target. See “Security and Privacy” on
page 17.

To specify the transfer options for a migration job:

+ In Advanced mode: In the Migration Job window, under the Job Configuration section, click
Transfer Options.

zl
Transfer Options | End States | Schedule I Credentials | Motifications | Take Contral I License Key | Post Conversion I
~ Transfer Scope
o
£~ Server Sync (Changes Gnly)
+~ Transfer Method
% File Based Use File Based with the source server Online for stateless
(mid-tier applications, web front ends) or low transaction
" Block Based servers (DHCP, non-critical databases)
I™ Take server offline during conversion Leave server online to migrate non-Windows NT 4.0 servers
or instances where you want the source server online during
the transfer
r Encrypt file transfer
Help oKk | cencel |

+ In Wizard mode: In the wizard’s navigation pane, click Transfer Method.

5.4 Specifying End States for Source and Target
Workloads

You can specify a non-default post-migration end state for your source and target. After completing
the migration, PlateSpin Migrate shuts down or boots the selected workloads as specified. For
information about the default end states, see “Default Post-migration End States of Source and
Target Workloads™ on page 16.

To specify the required post-migration state of a source and a target:

+ In Advanced mode: In the Migration Job window, under the Job Configuration section, click
End States.

+ In Wizard mode: Not available; source and target end states are preset to their defaults.
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5.5 Specifying Source and Target Workload

Credentials

For a migration job to execute properly, you must provide valid credentials for your source and

target.

Table 5-1 Source and Target Credentials

Credentials  Windows Linux

User Name Account username with local or domain-
level administrative privileges. Use this
syntax:

¢ For domain member machines:
authority\principal

* For workgroup member machines:
hostname\principal

Valid password for the specified
username.

Password

Root or root-level username.

Valid password for the specified username.

When setting up a migration job, you can validate the provided credentials and save them for future

migration jobs that use the same source and target.

To specify source and target credentials:

+ In Advanced mode: In the Migration Job window, under the Job Configuration section, click

F—l Job Canfiguration
al
3 Tianster Options During the conwersion, the source machine will remain: under PlateSpin control
End Stales After the conversion, the source maching state wil bs: Shutdawn
LR After the conversion, the targst machine stats will be: Powered On
(™) Scheduls Scheduled to start immediately
Job Configuration - Sample Enyironment x|
Transfer Qptans | End States | Schedule  Ciedeniaks | Notfieations | Take Cantol | License Key | Post Conversian |
-Sowrce : NY-5EL2005 - Target - LA-BLADE £5:<3-04
User Name: User Mame:
( [ locahost'JSmith [ localhasttSmith i
% Password: Password.
— [sesssses [sssssses
Test Test I
20 « B
] [T Save [Encippted Localy) T Save [Enciypted Locally)
Help Cance |
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+ In Wizard mode: In the wizard’s navigation pane, click Credentials.

& 3 Credentials -~ Source : NY-5QL2005 -~ Target : LA-DR-ESH
2 Transfer Method User Mame: Uzer Name:
I devdomaindomainadrmin I Toot

l'_v! E:, Host Mame Password: Pagsword:
| -] E:’ Metworking I I

Test Test
5 Wk Configuration —I

[Test Succeeded)
olumes I™ Save [Enciypted Locally)
] m Disks

5.6 Managing a Workload’s Network Identity

PlateSpin Migrate enables you to manage the network identity and domain registration of your
migration target workload and specify related preferences as part of a migration job. By default, a
job is configured to preserve a source workload’s network identity and domain registration. You can
modify the default configuration to suit the objectives of your migration job.

Proper configuration of migration target’s network identity is especially important when you are
migrating a workload to a different domain, planning to take it off a domain, or if you intend to
change the hostname of a workload while it is in the domain.

To configure a target workload’s network identity options:

+ In Advanced mode: In the Migration Job window, under the Network Configuration section,
click Network Identification.

+ In Wizard mode: In the wizard’s navigation pane, click Host Name.
Configuration options vary depending on whether the target machine is Windows or Linux.

+ Section 5.6.1, “Managing the Identity of Windows Workloads,” on page 71
+ Section 5.6.2, “Managing the Network Identity of Linux and Solaris Workloads,” on page 72
5.6.1 Managing the Identity of Windows Workloads

Use these settings to configure the network identity of your target Windows workload (in either
Wizard or Advanced mode).
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Host Name: Specify the desired hostname for the target

machine.

Metwork |dentification |

Generate New SID: When this option is selected, the target HostHame | Test2
workload is assigned a new System Identifier (SID).
Credentials are required only for Windows 2008 and Vista  Losal Advirictiator Cradertials [Not Fquied:
systems, and must be the credentials for the local (embedded) User Name: [Faminstiator
Administrator account. If this account has been locally
renamed on the source, provide the new name. If this account
is disabled on Vista (default), enable it first.

v Generate new Spstem |dentifier (S1D)

Fassword: I

Canfirm Password: I

~ Member of
Member of (Domain / Workgroup): Select the required option & Domain [[platespin com
and type the name of the domain or workgroup that you want  Workgoup [WoRKGROLP

the target machine to join.

¥ Pieserve Souce Server's Domain Registiation

Preserve Source Server’s Domain Registration: Preserves - Diomain Credertiats

domain registration and ensures that the source server domain User Name : | platespin'JSmith
registration remains intact during migration. If you disable this Password : | eesesessessnsere

option, the source machine’s domain account is transferred to R O s eeveemerrasre

the target machine. The source server still appears to be on

the domain, but does not have a valid connection. oo | I

Domain Credentials: If the target machine is to be part of a
domain, specify valid credentials that have permission to add
servers to the domain.

5.6.2 Managing the Network Identity of Linux and Solaris
Workloads

Use these settings to configure the network identity of your target Linux workload (in either Wizard
or Advanced mode) and DNS server addresses as required (Advanced mode).

Network Identification tab: Specify the desired

Metwork |dentification | DMNS

hostname for the target server. DNS server addresses in resolv con
@
. 10.1.22070

DNS tab: Use the Add, Edit, and Remove buttons Network ldentiication | DNS
to manage DNS server entries for the new virtual DHS Seye i ieses ol ool

: @
machine. [(Re | 10122070

[ Add. ][ Edit. | [ Remove |
o

5.7 Job Scheduling

Scheduling options enable you to specify whether the migration job is to run immediately or on a
specific date and a specific time. For information on other options that PlateSpin Migrate provides
for saving and executing jobs, see “Setting Up, Executing, and Managing Jobs” on page 39

To access scheduling options of a migration job:

+ In Advanced mode: In the Migration Job window, under the Job Configuration section, click
Schedule.
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|§.L Job Configuration i T_
SV

4 Tiansfer Options During the conwersion, the source maching will remain: under PlateSpin control
After the conversion, the source machine state wil be: Shutdown
After the conversion, the target maching state wil be: Powered On

mn

(™) Schedue Scheduled to start immediately
Job Configuration - Sample Environment x|

Transfer Options | End States  Schedule | Credentials | Notiications | Take Contiol | License Key | Post Conversion |

| EndStates

Schedule
& B immedatels ‘

| € Run at a later time | hd a

Helo Cance

T TIREFATITG F7aTere AR ACETEA T CnrarrAmnn ‘

+ In Wizard mode: In the wizard’s navigation pane, click Schedule.

5.8 Setting Up Migration Networking

For each workload portability job, you must properly configure workload networking so that source
workloads and targets can communicate with each other and the PlateSpin Migrate Server during the
migration process, and that the network configuration of a target workload is in line with its end
state.

Take Control Networking: Also called Temporary Network Settings; they apply to source and
target workloads booted into a temporary pre-execution environment. See “Offline Transfer with
Temporary Boot Environment” on page 15.

+ Section 5.8.1, “Take Control (Temporary) Network Settings,” on page 73

+ Section 5.8.2, “Target Post-migration Networking,” on page 75
¢ Section 5.8.3, “TCP/IP and Advanced Network Settings,” on page 77

5.8.1 Take Control (Temporary) Network Settings

Take Control (Temporary) Network Settings control how source workloads, targets, and the
PlateSpin Migrate Server communicate among each other during the migration. If required, you can
manually specify a temporary network address to your source and target, or configure them to use a
DHCP-assigned IP address during the migration.

During Windows and Linux workload migrations, the Take Control (Temporary) Network Settings
control the PlateSpin Migrate Server’s communication with the source and target workloads that are
booted into a temporary pre-execution environment. See “Offline Transfer of Windows and Linux
Workloads” on page 15.

During Solaris workload migrations, temporary network settings for the target are not required, and
the corresponding option is disabled. For source workloads, the capability to assign temporary
network settings is subject to the following conditions:

+ Temporary network settings can be assigned to a Solaris source workload if it is a physical
machine with no non-global zones.

+ Temporary network settings cannot be assigned to a source workload that is a Solaris zone with
its network interface in exclusive mode.
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See “Offline Transfer of Solaris Workloads” on page 16.
To configure Take Control (Temporary) network settings:

+ In Advanced mode: In the Migration Job window, under the Job Configuration section, click
Take Control. To access network interface mapping and TCP/IP settings, click Configure in the
source and target areas as applicable.

= _—
= | Job Confiquration I_

Dy the corvension. the souce machne vl reman. under FlaleSipn contiol
After the convesson, the 1ousce maching mate will be Shutdown
Afien the eomereson, e \mgel maching stain vl be: Fosweind On
Subedied lu dat reedately
a Sousce | The ciedentisls sie invald of aie Blark

Touged - The conderial mn ok er an blork.
Evert Notifc stiorrs vl il be e fos this job

od
el

x
Toanvber Opborn | Erd Storer | Schecude | Crodersiols | Mofications  Take Contsd | Liconse Yoy | Post Comverrien | %
Convession vl sequne both towce senver and Lwget vitual mathing connacted
in the retwork. Plassn confipuen Shess “temporan” seitings helow
Source Servel Tager Vinudl Maching
T tngoin oy netvecak, Connection. Tomgray retwat, conrecton &
DHCP Erabled DHCP Enabled
Connest usng 000C-2916-50£0 Mg To Virtual Metwcek: VM Network
ot -

s | a1 e |

+ In Wizard mode: In the wizard’s navigation pane, click Networking. In the Source Take
Control or Target Take Control row, in either Temp IP or Map To drop-down menu, select
Configure. To quickly select DHCP without opening configuration options, select DHCP.

5:3 E:’ Credentials Configure target network, adapters:
- ) Type Source [P | Mew [P | Map To
@ PostConversion 3 GuestNICT  DHCP DHEP + UM Netwark

@ Transzfer Method

n En Host Mame ~ Temporary Take Control Metwork Settings:
. 0 Dwring the transfer process, PlateSpin Portability Suite will boot the
h E:’ Networking s0Urce into a pre-execution environment.
5 WM Canfiguration Please specify the temparary network sefttings to be used during the transfe
Type |Temp|F' |Map To
Valures (L Source Take.. [ 0.0.00 ~ FAAE-EE-90-3F-71 =
. s Tamget Take.. MVM Nebwork,
e
Disks <Configure...»
o Services

Configuration options for the Take Control (Temporary) networking vary and depend on whether the
network interface is virtual or physical, and whether it is connecting a Windows or a Linux
workload.

+ “Take Control (Temporary) Network Settings: Physical Network Interfaces” on page 75

+ “Take Control (Temporary) Network Settings: Virtual Network Interfaces” on page 75
Target Take Control network settings are only used during a Take Control migration process. On

completion, target network settings are read from settings you specify for Target Post-Migration
Networking. See “Target Post-migration Networking” on page 75.
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Take Control (Temporary) Network Settings: Physical Network Interfaces

These settings apply only to source physical machines. For target physical machines, Take Control
(Temporary) Network settings are configured during the boot process that uses the Take Control ISO
image. See “Discovering and Registering Target Physical Machines” on page 29.

Connect using: If multiple network adapters are present, select x|
the adapter that can communicate with both the PlateSpin

Migrate Server and the target. NIE |3 TCP /1P Settings |

Duplex setting: Use the drop-down list to select network card 0f"-}E?‘Eﬁ;ag'e[ﬁ;"j”:vﬁDb”enﬁgggr:;ggﬂﬁ:ﬁdmi”:
duplexing. It must match the duplex setting for the switch to ‘Source ; Ny-SOL2005"

which the network interface is connected. When the source is

connected to switch ports that are set to 100 Mbit full duplex R

and cannot be changed to auto negotiation, select Force NIC T ————— e ——
[ Temporarily replaces configuration an :

to Full Duplex. Local Area Connection [10.1.17.18] ]

Connect using:

TCP/IP Settings tab: Click the tab to access TCP/IP and
advanced network settings. See “TCP/IP and Advanced Duplex setting:
Network Settings” on page 77. | futo Negotiate =

Help | kK I Cancel |

Take Control (Temporary) Network Settings: Virtual Network Interfaces

These settings apply to both source and target Take Control (Temporary) network settings.

Map to Virtual Network: From the drop-down list, select the x|
virtual switch or network to use for communication during a

Take Control migration. If multiple virtual network adapters are Aeppie |E:’ TEP / IP Settings |

present, select the adapter that can communicate with both A

the PlateSpin Migrate Server and the source machine. This '

network can differ from the network on which the target virtual

machine will run after the migration. Map Ta Vitual Metwark:

TCP/IP Settings tab: Click the tab to access TCP/IP and
advanced network settings. See “TCP/IP and Advanced
Network Settings” on page 77.

Help | Ok I Cancel

5.8.2 Target Post-migration Networking

Target post-migration network settings defined in a migration job control the network configuration
of a target after the migration is complete. This applies to both physical and virtual network
interfaces.
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During the migration of Windows and Linux workloads, the target workload’s post-migration
network settings are configured while the workload is booted into a pre-execution environment.
During the migration of Solaris workloads, the target’s post-migration network settings are
configured through the target zone’s host.

To configure target post-migration network settings:

+ In Advanced mode: In the Migration Job window, under the Network Configuration section,
click Guest NIC (for target virtual machines) or Network Connection (for target physical
machines).

+ In Wizard mode: In the wizard’s navigation pane, click Networking. In the Configure Target
Network Adapters section, in either New IP or Map To drop-down menu, select Configure. To
quickly select DHCP without opening configuration options, select DHCP.

Configuration options for the target post-migration network settings vary and depend on whether the
network interface is virtual or physical, and whether it is connecting a Windows or a Linux
workload.

+ “Post-Migration Networking for Physical Network Interfaces (Windows and Linux)” on
page 76
+ “Post-Migration Networking for Virtual Network Interfaces (Windows and Linux)” on page 77

Post-Migration Networking for Physical Network Interfaces (Windows and Linux)

Use these settings to configure the post-migration network settings of a workload being migrated to
physical hardware.

Connect using: If multiple netvyork ad_apters are pregent,_select X
the adapter that can communicate with the PlateSpin Migrate
Server. NIE | TCP /1P Settings |

TCP/IP Settings tab: Click the tab to access TCP/IP and _
advanced network settings. See “TCP/IP and Advanced tap: ‘DHCP Enabled (Local Area Connection]
Network Settings” on page 77.

Co

Help | QK. I Cancel
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Post-Migration Networking for Virtual Network Interfaces (Windows and Linux)

By default, PlateSpin Migrate configures a migration job to create a virtual NIC for each NIC found
on the source. For post-migration connectivity, ensure that the target virtual NIC is mapped to the
appropriate virtual network on the target virtualization platform.

Include in Conversion: When this options is selected, x|
PlateSpin Migrate creates a virtual NIC for a source NIC. = sl i Gt

Map to Virtual Adapter: Select the virtual network that will be 2" | 7P /1P setings |

used on the target VM. Choose a virtual network that allows Source: Local drea Connection [DHCP Enabled)
the target VM to communicate with the server. Map To Vitual Network:

Start connected: Enable this option to connect the virtual putomalic Biidged Network Adapte [Eridged] =|

. . . Automnatic Bridged Network Adapter [Bridged]
netWOI’k |nterface When Startlng the target maChlne. Whware Virtual Ethernet Adapter for Yidnet1 [HostOnly] (internal]
Whware Virtual Ethernet Adapter for Yhnetd [Mat]

TCP/IP Settings tab: Click the tab to access TCP/IP and
advanced network settings. See “TCP/IP and Advanced
Network Settings” on page 77.

Help | | QK I Cancel

5.8.3 TCP/IP and Advanced Network Settings

PlateSpin Migrate provides a standard network configuration interface to both source and target
network settings, and for both Take Control (Temporary) and target post-migration networking.
Configuration settings vary slightly, depending on the operating system.

+ “TCP/IP and Advanced Network Settings (Windows)” on page 77
+ “TCP/IP and Advanced Network Settings (Linux and Solaris)” on page 78
TCP/IP and Advanced Network Settings (Windows)

The following are standard TCP/IP and advanced network settings for Windows workloads:

Obtain an IP address automatically: When this option is x|
selected, the workload uses an IP address automatically

: . o NIC  TCP/IP Settings |
assigned by a DHCP server during the migration process.

¢ Obtain an IF address automatically

Use the following IP address: Select this option to specify a (¥ Use the falowing IP address:

static IP address. Paddess [
. . . Subnet mask: I—

Use the following DNS server addresses: If required, specify l

preferred and alternative DNS server addresses. Defautgateway: | 0 . 0 . 0 .0

~Uze the following DMS server addresses ©

Advanced: Click this button to access advanced TCP/IP
configuration settings, then specify or edit default gateway,
DNS server, and WINS server information as required.

Freferred DMS server: o .0 .0 .0

Alternate DMS server: o .0 .0 .0

Advanced... |
Help | Qg I Cancel |
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TCP/IP and Advanced Network Settings (Linux and Solaris)

The following are standard TCP/IP and advanced network settings for Linux workloads:

Obtain an IP address automatically: When this option is x|
selected, the workload uses an IP address automatically

: . o mc E3 TCP/IP Settings |
assigned by a DHCP server during the migration process.

= Obtain an IP address automnatically

Use the following IP address: Select this option to specify a D Uk il ety

static IP address. IPaddiess [0 0 .0 .0 €4
. . . . Subnet k:

Advanced: Click this button to access DNS configuration st o 00 0

settings, then specify preferred and alternate DNS server Defautgateway: | 0 . 0 . 0 . 0

addresses as required. You can also indicate whether you
want DNS addresses copied to the resolv.conf file
located in your target's /Zetc directory.

Help | k. Cancel

5.9 Configuring Target Virtual Machines

For jobs that involve workload virtualization, PlateSpin Migrate provides a mechanism for
specifying target VM configuration options, such as providing a target VM name and a
configuration file path, selecting a datastore to use, and allocating virtual memory, in accordance
with the features and capabilities of the selected virtualization platform.

If you have resource pools configured on your target virtualization platform, you can select a
resource pool for your VM to be assigned to.

NOTE: If your target VMware ESX server is part of a fully automated Distributed Resource
Scheduler (DRS) cluster (a cluster with its VM migration automation level set to Fully Automated),
the newly created target VM’s automation level is changed to Partially Automated for the duration
of the migration. This means that your target VM might power up on a different ESX server from the
one initially selected, but migration is prevented from automatic execution.

To specify target VM configuration options:

+ In Advanced mode: In the Migration Job window, in the Virtual Machine Configuration
section, click General.
+ In Wizard mode: In the wizard’s navigation pane, click Host Name.
In Wizard mode, PlateSpin Migrate prompts only for basic virtual machine configuration options.

For configuring advanced virtual machine options, such as those related to resource pools and CPU
scheduling, switch to the Advanced mode.
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VM Name: Specify a display hame for the new

& B3 Credentials Vitual Machine Mame :

virtual machine. [hv-saL2005 WM

Trancter Method
4 ranster Metho Configuration File Path -

Configuration File Path: Specify the path to the | =& Hettar 'D’::jj:mi"”’“*SULZE'”UM "

target virtual machine’s configuration file. 1 Hotering [Stooge =
& VM Configuration Resources

Datastore: Select the required virtual machine’s | = voune: Memay  ———} N

datastore. B Dk

Numbes of CPUs |1 =

W Services

Resources: Specify the amount of virtual RAM
and the number of CPUs to be assigned to the
virtual machine.

&b Transter Services size of the memory.

The available size for the selected datastore wil be automatically reduced by

5.9.1 Virtualization Platform-Specific and Advanced VM
Configuration Options

In Advanced mode, PlateSpin Migrate displays target virtual machine configuration options specific

to the selected target and provides access to more advanced configuration options.

+ “Virtual Machine Configuration: MSVS” on page 79

+ “Virtual Machine Configuration: VMware ESX 2.x” on page 80
+ “Virtual Machine Configuration: VMware ESX 3/3.5” on page 81
+ “Virtual Machine Configuration: Citrix XenServer” on page 82

+ “Solaris Zone Configuration” on page 82

Virtual Machine Configuration: MSVS

The following are configuration options specific to Microsoft Virtual Server.

Virtual Machine Name: Specify the display name for the x|

new virtual machine.
M General |
Configuration Folder: Select the directory where the

configuration files will be stored for the virtual machine.

Configuration File Location :

Wirtual Machine Mame : | [Eigsr]Be]
Virtual Machine Memory Allocation: Specify a value for the Configuration Folder :
amount of virtual RAM to be assigned to the virtual C: ] | MV NY-50L2006 WM
machine. CAMEVSYMY-SOL2005 YMANY-SOL2005 WM ume
Install Virtual Machine Additions: Enable this option to Wirtual Maching Memary Allocation [ up ta B18 ME |
install VM Additions during the migration process. | 512 MEB Y

¥ Install Wirtual tachine Additions

Help | [ o |

Cancel
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Virtual Machine Configuration: VMware ESX 2.x

The following are configuration options specific to VMware ESX 2. To access settings for the ESX
2 memory allocation, the number of CPUs, and CPU scheduling affinity, click Advanced.

Virtual Machine Name: Specify the display name for the x|

new virtual machine.
. . . . 1 General |
Configuration File Path: Select the path to the directory
where the VM’s configuration files will be stored. Hirtuial b aching Mame :
502000 M

Virtual Machine Memory Allocation: Specify the amount
of virtual RAM to assign to the VM. Configuration File Path :
I.-‘n:uot.fvmwarex'NY-SE!L2DDD_‘-;"M!NY-SE!L2DDD_VM.vm:-:

Install VMware Tools: Enable this option to install
VMware Tools during the migration process

(recommended). Wil kemaon Allocation [up to 2 GB ) I 1GE 1Y
Network Adaptors: Select either vlance or vmxnet. ¥ Installhware Toals
Vmxnet is the recommended selection for optimum ‘irtual Devices :

performance. or e1000(64-bit) )
SCS| Drives ILSI Logic 'I

SCSI Drives: Select either BusLogic (most migrations)

or LSllogic (recommended for Windows Server 2003 Network Adapters : I‘“'amE =l
workloads).
Advanced: Click this button to view or modify advanced ml

VM configuration settings.

Help | 0k I Cancel |

Memory Allocation: Minimum and Maximum memory

. s Advanced Yirtual Machine Configuration
allocation controls how memory is distributed among
different VMs on the VM host. Shares define the Adwanced |
memory allocation priority of a given VM relative to ' - PR
other VMs. In most cases you shouldn’t need to (s Y "TOCEEE Wi cadtion
change these settings. ~ Memory Allocation :
arimun [ up to 2 GB | : I
Number of CPUs: Select the number of CPUs to assign B e ] e
to the target VM. For example, you can convert a Miririir | 0 MB
single-processor workload to a multi-processor VM, or Shares (1 to 100000 |- I—_,Default -
a multi-processor workload to a single-processor VM.
CPU Allocation: The minimum percentage represents _N“_”"t'e' of CPUs : I1 :"
an absolute, fixed lower limit. The maximum rERDEleciEn:
percentage represents an absolute, fixed upper limit. A ™ Use Custorn CPU S ettings
VM uses at least as much CPU time as specified b_y the Masimum [ up to 100% | I—1 0 %
minimum percentage and never uses more CPU time -
than the specified maximum percentage. Minimurn I 0z
. . . Sh 1 ta 100000 ) : ID faulk "l
CPU Scheduling Affinity: Represents which ESX ares (110 ) o
Server processors the virtual machine can run on (if : : —
your ESX Server is a multiprocessor system). Specify ~ CPU Scheduling Affirity )
the required processor or select Default * Default |I7 0
(recommended). " Run on Proceszar(s] : [ 1

For details, see your VMware documentation.

Help | ak. I Cancel |
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Virtual Machine Configuration: VMware ESX 3/3.5

The following are configuration options specific to VMware ESX 3 and 3.5. To access settings that
control resource pools, the number of CPUs, and CPU scheduling affinity, click Advanced.

Virtual Machine Name: Specify the display name for the
new virtual machine.

Datastore: Select the datastore where you want to create
the * _vmx file.

Configuration File Path: Specify a name and the directory
path for the virtual machine’s *.vmx configuration file.

Virtual Machine Memory Allocation: Specify a value for
the amount of virtual RAM to be assigned to the virtual
machine.

Install VMware Tools: Enable this option to install
VMware tools during the migration process
(recommended).

SCSI Drives: Select either BusLogic (most migrations) or
LSllogic (recommended for Windows Server 2003
workloads).

Network Adaptors: Select vlance, vmxnet
(recommended for optimum performance), or e1000 (for
64-bit systems).

Advanced: Click this button to view or modify advanced
VM configuration settings.

¥Mware ESX ¥irtual Machine Configuration X
M General |

Yirtual b achine Mame :

| ¥M-SRC3_YM

Datastore ZI dev-cormpl 24: starage j

Fath ZI MM-SRCIVMAM-SRCI VM. v

The available size for the selected datastore will
be automatically reduced by size of the meman.

Wi kemon Allocation (up to 7.7 GB)
v Install YMware Tools

256 MB

Wirtual Devices

{ SCSI Drives IBusLugic vI

Help | 0k | Cancel |

Resource Pool: If required, assign your target VM to a
resource pool. When no resource pool is specified, the
VM is assigned to the root resource pool.

Number of CPUs: Select the required number of CPUs to
assign to the target VM. For example, you can convert a
single-processor workload to a multi-processor VM, or a
multi-processor workload to a single-processor VM.

CPU Scheduling Affinity: Represents which ESX Server
processors the virtual machine can run on (if your ESX
Server is a multiprocessor system). Specify the required
processor or select Default (recommended).

For details, see your VMware documentation.

ESX 3 Advanced Setup x|

Advanced |

! 5 Proceed with caution

~ Rezource Pool

Mumber of CPUs : AINE
~ CPU Scheduling Affinity ;

' Default =

[ o |

Help |
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Virtual Machine Configuration: Citrix XenServer

The following are configuration options specific to Citrix XenServer.

Virtual Machine Name: Specify the display name for the new
virtual machine.
% General |

Number of CPUs: Select the number of CPUs to assign to the

. Virtual Machine Name : | RIgRp eSS S og RN ]
target VM. For example, you can convert a single-processor

workload to a multi-processor VM, or a multi-processor workload NumberofCPUs: [z +|
toa Smgle_processor VM. Virtual Machine Memery Allecation (up to 6 GB)
I 696 MB 1%

Virtual Machine Memory Allocation: Specify a value for the
amount of virtual RAM to be assigned to the virtual machine. ¥ Install XenServer Tools

Install XenServer Tools: Enable this option to install XenServer
Tools during the migration process (recommended).

Help | 0K I Canecel

Solaris Zone Configuration

The following are configuration options specific to Solaris. To access settings that control resource
pools, CPU shares, click Advanced.

Solaris Zone Name: Type a name for your target Solaris zone.  prmem——" P T R ——— . | |

Solaris Zone Path: The path is determined based on the two Gieneral |
subsequent values. Solaris Zone Mame :
I Surfonel_Zone
Target Volume: This drop-down list contains discovered
volumes on the target zone host. Select the required volume Sl e Pt
for the target zone. Do not use system hierarchies, such as / | #vol_04/zanes/SurZone
usr, /sbin, /lib, /platform, and /var. ST el
I.n’vol_m j
Path: Type a pathname for the target zone. Path :
. . I Jzones/Sundone]
Capped Memory: Specify the number or maximum memory to
be allocated to the guest zone. " Capped Memory
Exclusive Network: If this option is selected, the network I s
interface is used exclusively by the guest zone. If this options W s st
is deselected, the NIC is shared by the guest zone, other
zones if available, and the host.
Advanced: Click this button to access options that control
resource pool assignment and CPU shares allocated to the Help oK Cancel

guest zone.
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Resource Pool: This drop-down list contains discovered solaris Advanced Setup
resource pools on the target zone server. Select the required

Advanced |
resource pool for the guest zone. A

g Froceed with caution - these settings require expert knowledge.
CPU Shares: Select this option to allocate CPU shares to the Resource Podl
guest zone, then specify the required number of CPU shares
in the corresponding field.

ESystem Difault

[~ CPU Shares

Help Cancel |

5.10 Handling Operating System Services and
Applications

PlateSpin Migrate provides a mechanism for migration jobs to handle Windows services (including
special features for those services related to Microsoft SQL Server and Microsoft Exchange Server
software), Linux daemons, Solaris services, and virtualization enhancements (such as VMware
Tools). In addition, when Windows HAL or kernel file replacements are required, you can view
which ones were selected for update during a migration job.

+ Section 5.10.1, “Handling the Startup Mode of Services (Windows Targets),” on page 83

+ Section 5.10.2, “Handling Source Workload Services or Daemons During Live Transfer
(Windows and Linux),” on page 84

+ Section 5.10.3, “Viewing Windows System Files Selected for Replacement During a
Migration,” on page 85

+ Section 5.10.4, “Handling the Run Level of Daemons (Linux Targets),” on page 86
+ Section 5.10.5, “Handling Services on Solaris Targets,” on page 87
+ Section 5.10.6, “Handling Virtualization Enhancement Software,” on page 88

5.10.1 Handling the Startup Mode of Services (Windows
Targets)

You can configure a job to modify the startup mode of selected Windows services after the
migration is complete. For example, if you don’t need a certain Windows service to continue
running on a virtualized workload, you can configure your job to set that service’s target startup type
to Disabled.

If you require a service to start upon another service’s request, set the startup type of the required
service to Manual.

You can also configure the job to restore a service’s original startup type after the migration is
complete. For example, you might require a virus scanner to be disabled during the migration, but its
startup type to be restored after the migration completes.
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TIP: You can globally configure your startup mode preferences for selected Windows services in
PlateSpin Migrate Server default options. See “Target Service Defaults” in your Configuration
Guide.

To configure the post-migration startup mode of Windows services:

+ In Advanced mode: In the Migration Job window, under the Operating System and
Application Configuration section, click Windows Services (Target), then click an item in the
Start Mode column.

Operating System and Application Configuration _ |3 5[ =

\Windows Services (Target] |

Mame A |5tart Mode ‘Description ~|| feme iz no longer available.
4 adler 772864 6-8- M anual

L5 tpplisation Experi..  Automatic Processes application compalibiity cache requests for applic
4 Application Host Autoratic Provides administrative services for 115, for example configur.
@ Application Infarm... Manual Facilitates the unning of interactive applications with addition
| 4 A pplication Laer Service Mame: Application Laver Gateway Service ins for Intemet C. 2
: @ Application Mana € sutomatic ration requests fa
L3 ASPHET State 5. :: ::t:l:":‘“c [Delapec Star states for ASPM. -
2 Background Irteli.. " Disabled network bandwidt...
. Base Filering En.. Restore original seling after - ——— |z that manages fir.
] 5 Certficats Fropsg.. the conversion i complste M § Lancel H]
— s CNG Kep lsolation Manual The CHG key isolation service is hosted in the LS4 process..
H
,‘{"n Operating Systermn and Application Configuration
=4 [Windows Services [Target] Mo changes to service start up modes _
o} Live Transfer Services (Souce] Ma services will be stopped during file transfer

+ In Wizard mode: In the wizard’s navigation pane, click Services, then click an item in the
Target Mode column.

Application Layer Gateway Servi Sritorm Name" AppMﬁmt
3 5 —
4 Services Application banagement  futomatic
ASPMET State Service & Manual
o4 Transfer Services Autamatic Updates  Disabled .
= c
=l Summary Backgiound Intelligent Trasfer - R estore original setting after oK el | "
Citri =enServer WinGuest Servi the conversion i complete
ClirPack [Tabled Clsabied ~
Help Advanced < Back Next > | LCancel | Start I
4

5.10.2 Handling Source Workload Services or Daemons During
Live Transfer (Windows and Linux)

For Live Transfer jobs, PlateSpin Migrate provides a mechanism to stop selected services or
daemons during the migration. This ensures that data on your source is captured in a consistent state.

If your source workload is running Microsoft SQL Server or Microsoft Exchange Server software,
you can configure your migration job to automatically copy the database files of these servers. If
you do not require the migration to include the volume containing the databases, consider not
stopping these services.

If your source workload includes 1/0-intensive application services that might inhibit the ability of
the file transfer process to keep up with the changes, consider stopping them during a Live Transfer
migration.
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After the completion of the migration, services that you select to stop during a Live Transfer
migration are automatically restarted on the source, unless you explicitly configure your migration
job to power off the source on completion.

For Linux systems, consder using the custom freeze and thaw scripting capability. See “Additional
Custom Scripting Capabilities for Linux Systems” on page 39.

TIP: You can globally configure your preferences for stopping selected Windows services during
VSS File-based or VSS Block-based Live Transfer. See “Source Service Defaults” in your

Configuration Guide.

To specify which services or daemons you want the system to stop during Live Transfer:

+ In Advanced mode: In the Migration Job window, under the Operating System and
Application Configuration section, click Live Transfer Services/Daemons (Source). To indicate
that you want SQL Server and Exchange Server database files copied during the migration,
click Advanced (applicable to Windows systems only).

Services Tao Stop During Live Transfer |

Stopped "7| Mame |Descripti0n !:‘l
Ird MSSOLSERVED
s Live Transfer Services {Source) Advanced Sekbup x|
i Applicatio L
I Alerter Advanced | _
I Applicatio |
Copy D ata Files
I P ; : L
¥ Copy SUL Database Files ¢
I ASP.NET! —
- ¥ Copy M5 Exchange Data Files
- “windows AL
[ B ackgraune
| Computer B Help | Ok I Cancel |
| Indexing Service Tndexes conterts and propertes of Mes on local and remole com.. ;I
Help | 0k | Cancel |

+ In Wizard mode: In the wizard’s navigation pane, click Transfer Services.

& VM Corfiguration Stop | Hame |
[l License Logging
Volumes " Logical Disk Manager
[ Logical Disk Manager Administiative Servics
Disks r Messenger
- Microsaft Search
B Sevices [© Microsaft Saftware Shadow Copy Pravider
¥ MSSOLSERVER
3 Transfer Servicss e
=) r Met Logon
= swnmay r Metheeting Female Desktop Sharing -
Help Advanced <Back Hewt> Concel | [ e |

5.10.3 Viewing Windows System Files Selected for
Replacement During a Migration

When converting Windows workloads with system files (such as a HAL or kernel files) that are
incompatible with the target infrastructure, PlateSpin Migrate uses an appropriate file from its
library and saves a backup copy of the source file (*.bak) on the target, in the same system

directory.
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You can view the HAL or kernel files that PlateSpin Migrate identifies as those requiring
replacement:

+ In Advanced mode: In the Migration Job window, under the Operating System and
Application Configuration section, click System Files.

H MNetwark Configuration °
B GuestNIC Souce System Fles | Target System Files |
B GuslC ()| hslanpi i 5.2.3750 1830) | helascpidl halsacpi dl 52 37301830 |
S " 2
‘7‘2',.: Operatin
o Windows 5 [} oK
o4 Live Transf
3 1 file(s) will be replaced
%
;=4 Drive Configuration

+ In Wizard mode: Not available.

The following warnings might display at the bottom of the dialog box:

Driver Cache is empty Indicates that you might need to place the necessary files into the local
driver cache on the source Windows server (. .\Windows\Driver
Cache).

The driver cache contains a PlateSpin Migrate has a partial match with its matrix but the driver cache
higher version contains a later version of one or more system files than the one that
PlateSpin Migrate will use.

File <filename> will be PlateSpin Migrate has not found a match for the system files in its matrix.
replaced with lower version It will replace the system files with a version that is earlier than the ones
that were discovered as the source machine's original system files.

File <filename> will be PlateSpin Migrate has not found a match for the system files in its matrix.
replaced with higher version It will replace the system files with a version that is later than the ones
that were discovered as the source machine's original system files.

If warnings appear on the screen, click More Help (only available if warnings exist) to learn more.

See also the following KB Article 7920815 (http://www.novell.com/support/
viewContent.do?externalld=7920815) (FAQ: Understanding the System Files Information screen).

5.10.4 Handling the Run Level of Daemons (Linux Targets)

You can configure a job to modify the run level of selected Linux daemons after the migration is
complete. Use the following numeric values:

0  Shutdown

1  Single-user mode

2 Unused (user-defined)

3 Full multi user-mode (no GUI)

4 Unused (user-defined)
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5  Full multi-user mode with display manager (GUI)

6 Reboot

To configure the post-migration run level of Linux daemons:

+ In Advanced mode: In the Migration Job window, under the Operating System and
Application Configuration section, click Linux Daemons (Target), then click an item in the Run
Level column.

o Take Ly Daemons (Target) |
” Licen) Mame 4 |F\un Level Description I;
J,"J iy | GF anacron 23,45 Run cron jobs that were Ieft out due to downtime
&3 apmd 2,345 apmd is used for monitoring battery status and logging it via sys
5 el i firsthoot <hahe> Firstboot is & druid style program that runs on the first time /
b gpm Fun Level: gpm wed Linux applications such
h Mep [ ables ColrfiF2F3RF 4576 7B |ithipabes
=1 Ne
- G ida Reset | OK | Cancel
£ Metw & isdn
RS AT AT SO T SRS
A Dns -
23 keptatle 12345 This package natt the selected keyhoard map as setin felc/sy o
W Gues
73 Helo Cancel_|
LN Ope
= T
. LLinux D semans [T aiget Mo changes to daemon run levels
5.53 Drive Configuration B
‘@ Hard Drives Disk 1 with 3 parttions and no valume groups -

+ In Wizard mode: In the wizard’s navigation pane, click Daemons, then click an item in the
Target Run Level column.

5 WM Configuration Mame | Original Run Lewvel Target Run Level b
anacion 2,3.4.5 2.3,48
Yolumes apmd 2,3.4.5 2,348
atd 3.4.5 34,5 .
Disks autofs 34,5 34,5
B crond 2.3.4.5 2,348
- ssmans firstbiot Run Level: iptables
S Sumay i, MorfMzEiIm4eRs el E
irda
Feset oK Cancel
izdn _I _I _I i -
Help Advanced < Back | Mext » | Cancel | Start: I

4

5.10.5 Handling Services on Solaris Targets

You can select Solaris services for the system to enable or disable after the migration is complete.

+ In Advanced mode: In the Migration Job window, under the Operating System and
Application Configuration section, click Solaris Services Configuration, then select or deselect
the required service in the Enabled column.
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Operating System and Application Configuration - Sample Environment

Solaris Services Configuration |

Enabled | Marme A | Description lﬂ

2 swi Aapplication/cde-printinfo: def ault CDE Print Yiewer

- svi:/application/database/postgresql version  PostgreSOL RDBMS

- | sve:/application/database/postgresgl version_52 FtQTESQL RDBMS

2 svidapplication/font/fe-cache: default FantConfig Cache Builder

¥ s dapplication font/ stzloader: default Standard Type Services Framewark (5

I gwi fapplication/gdm2-login: default GMOME Dizplay M anager

I~ gvi/application/graphical-logindcde-login: def CDE login

I~ gvi/application/management./dri: default Sun Solstice Enterprize Dkl

2 svi /application/management/seapoit: defaul ret-snmp SHMP daemon

2 swi:/application/management/sma: default riet-snmp SHMP daemon j
Help | Ok I Cancel |

+ In Wizard mode: Not available.

5.10.6 Handling Virtualization Enhancement Software

For V2X migrations, PlateSpin Migrate provides a mechanism to automatically uninstall
virtualization enhancement software, such as VMware Tools.

When converting a workload on a VMware platform that has an earlier version of VMware Tools
installed, PlateSpin Migrate identifies the presence of obsolete software and adds a VMware Tools
Cleanup step in the migration job.

You must provide administrator credentials to uninstall VMware Tools. The credentials provided
must match the admin-level user account that was logged in during the installation of VMware
Tools.

When the earlier version is uninstalled, PlateSpin Migrate proceeds with the installation of the new
version of VMware Tools.

NOTE: If you are downgrading a virtual machine that has VMware Tools installed, or if you are
converting a virtual machine to another VMware target that has an older version of VMware Tools,
the installation of VMware Tools during the configuration of the target will fail.

To configure a job to remove or replace VMware Tools during the migration:

+ In Advanced mode: In the Migration Job window, under the Operating System and
Application Configuration section, click Clean up VMware Tools.
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‘ﬂ; Widware ESX Virtual Machine Configuration

- - - 1 - 3 100
Clean Up ¥Mware Tools Configuratios x|
& General
 previous version of Yhwars Toolk is found and needs
to be replaced. Entter credentials used to instal the
previous YMware T ools to uninstall on the target. If
E_:! feticieaniciiatag credentials a2 not known, you may need to nstall the
— new version of Yhware Tools marualy after comversion is |———
&) Metwork Identification completed,
I GuesthIC 1

y "
I"ofl"]" Operating System and Appl IV Provide Credentials

Credentials

&b ‘windows Services [Taigef User Name: [ oot

3 Live Transfer Services (Souce]

% =Tk Password, [essesese me)
) Suslem Files Conlim Password: [ essswass

o4 Drive Configuration

o Corcel ||

& Hard Diives

+ In Wizard mode: In the wizard’s navigation pane, click VM Tools.

& B3 Credentials

© A previous version of YMwars Tooks is found and nesds to be replaced. Enter credentials used
toinstall the previaus Vidware Tooks to uninstall on the target, I credentials are ot known, vou

@ Transter Method may need 1o install the new versian of YMware Tools manually after conversion is completed

¥3 HostName

¥ B3 Netwarking I¥ {Piovide Credentials |

2 UM Configua Cleanup Took Credentials
onfiguation

User Mame: | a

2 £ vM Tooks

Yolumes

Password:  [eesesese

Confim Password [ eseesses

Disks

GF o Senvices

Depending on the target, PlateSpin Migrate identifies existing instances of VMware Tools and
prompts to either replace or remove them, as applicable:

+ For non-VMware targets: The job configuration interface prompts you to uninstall VMware
Tools. Provide the same admin-level credentials used to install the software. If the credentials
are unknown, VMware Tools remains on the target machine after migration.

+ For VMware targets: The job configuration interface prompts you to replace VMware Tools.
Provide the same admin-level credentials used to install the obsolete version of VMware Tools.
If the credentials are unknown, install the new version of VMware Tools manually after the
migration completes.

5.11 Handling a Workload’s Storage Media and
Volumes

PlateSpin Migrate provides mechanisms for configuring your migration job to handle your workload
volumes and their physical or virtual layout in the target infrastructure.

Workload Virtualization (X2V)

When virtualizing a workload, you can select which volumes you want included on the target and
manage their free space sizes. You can also control how physical disk arrangement on your source is
propagated on the peer virtual machine according to the target virtualization platform’s storage
media configuration and virtual disk handling features and capabilities.

Workload Deployment to Physical Hardware

When you are migrating workloads to physical hardware, you can select which source volumes to
include and size, and which target disks to repartition and populate.
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RAID Storage

PlateSpin Migrate supports RAID (Redundant Array of Independent Disks) storage, which it treats
like any other storage hardware. As long as the associated storage controller driver is present,
PlateSpin Migrate successfully completes the migration. PlateSpin Migrate does not support
software implementations of RAID.

SAN Storage

PlateSpin Migrate supports SAN storage. As long as the driver for the associated host bus adapter
(HBA) is present, PlateSpin Migrate successfully completes the migration. PlateSpin Migrate treats
SAN LUNs like any other disk with logical volumes.

NAS

PlateSpin Migrate supports Network Attached Storage (NAS) systems. PlateSpin Migrate treats
NAS like any other disk with logical volumes.

Windows Dynamic Disks

PlateSpin Migrate supports Windows dynamic disks, including mirrored, spanned, and RAID 5
configurations.

PlateSpin Migrate treats dynamic disks like it treats any other logical volume. When you are
converting workloads that have dynamic disks, the disks on the target workload are created as basic
disks, which you can use to remove unnecessary or obsolete dynamic disk configurations. After the
migration, you can upgrade the required disks on your targets from basic to dynamic disks.

Linux Logical Volumes

PlateSpin Migrate supports logical volumes of Linux workloads. If Logical Volume Manager (LVM)
is installed on your Linux source, you can use several LVM1 and LVM2 features to better manage
your target workload’s volume layout and organization.

You can set up your workload migration job to:
+ Re-create logical volumes of the source on the target, or create logical volumes on the target

even if the source is not using LVM.

+ Create new volume groups on the target that are not on the source, or omit volume groups from
the target that are present on the source.

+ Rename volume groups on the target.
+ Distribute volumes to different volume groups and disks.

NOTE: PlateSpin Migrate does not support copying LVM snapshots and L\VVM mirrors. You can
create LVM snapshots and mirrored logical volumes on the target after the migration completes.

Storage layout and volume configuration settings depend on the job configuration mode (Advanced
or Wizard), migration type, target virtualization platform, and source operating system.

¢ Section 5.11.1, “Storage Layout and Volume Configuration (Wizard Mode),” on page 91
+ Section 5.11.2, “Drive Configuration (Advanced Mode),” on page 92
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+ Section 5.11.3, “Volume Configuration in Server Sync,” on page 97
+ Section 5.11.4, “Handling Volumes and Image Files in X21 (Imaging) Migrations,” on page 98

5.11.1 Storage Layout and Volume Configuration (Wizard
Mode)

+ “Storage Layout Configuration: X2V (Wizard Mode)” on page 91
+ “Molume Configuration: X2V, X2P (Wizard Mode)” on page 91
+ “Linux Volume Groups Configuration (Wizard Mode)” on page 92

Storage Layout Configuration: X2V (Wizard Mode)

Use this Migration Wizard page to specify a disk mapping scheme during workload virtualization
operations.

In the wizard’s navigation pane, click Disks.

Storage Layout section: Displays information in a |
tree format according to the options selected. @ Storage Layout Configuraion
Disk Mapping options: These.options control how j :df‘; g I
the source disk arrangement is propagated on the . e € O o pergat | 717 LR SRR T
. . ol Host Name -
target. Select the option that best suits your N ?i‘:j‘fi‘* e
migration. To add a virtual disk, select Custom, then |, 8 sl
click Add Virtual Disk in the Details section. o Detais
Volume -E: [NTFS)
] Disks
Details section: Displays information applicable to 5 s bepto [ aax =l
the selected item in the Storage Layout tree. B Trasder Somices =Usedwm 13 K
Free space 311.2 MB
) . i 4 Post Conversion Totel size e 15.9% .
You can rearrange disks by dragging and dropping. |5 <. : —
Help Advanced | <Back | HNew> | Cancel | Sat |

To add a virtual disk, select a storage item in the

upper section, and in the Details section click Add
Virtual Disk.

To view the path and name of a virtual disk and
datastore it is assigned to, select the virtual disk.

Volume Configuration: X2V, X2P (Wizard Mode)

Use this Migration Wizard page to select volumes to include in the migration and to adjust the
volume size on the target.
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92

In the wizard’s navigation pane, click Volumes.

Adjust Volume Free Size: Use one of the options t0  ErrrmmrrrEsrETrem) X
specify the volume free size. Custom lets you enter @ Volumo Configurnsion
a free space value in the Details area.

& £ Credentals At vehame s s Sishect vames 19 b inchided n the converson
W T Methed L R m — r'“ ..'M.sm
Select volumes to include in the conversion: Select |, e 00 16 210
the volumes to be converted. System or boot — o S
volumes must be selected. 8 Wcuipesin
& 0 v Took
Details: View information about the selected 5 Ve
volume. You can modify free space and total size > Dk o ot
Values o e W Uisdipacn 268 BAD%
B Tibe Seevcns Wl Fewoe [ Domin
O Summay :
Heb Abarcad | clsck | Mmer | Cancal | |
E
Linux Volume Groups Configuration (Wizard Mode)
Use this wizard page to manage LVM (Logical Volume Manager) volume groups. This page is
displayed only if the source has LVM installed.
In the wizard’s navigation pane, click Volume Groups.
To add, rename or delete a volume group, click the ErEEEEEETETEEEETTEE X
corresponding button. @ Volume Groups Configuration
To include a volume group in the migration, select :”‘3 T - TR NG E T
. . . Tranife Mathed [
the corresponding check box in the right pane. N
. . 1 B3 Hetwosing
To allocate storage to a volume group, click in the N
Allocation for Volume Group row. —
NOTE: Unassigned volume groups are removed -
prior to migration. i o (o=
I Gon | Gue | e
tcb Adorced | <ok | Net> | gawd || |
E

5.11.2 Drive Configuration (Advanced Mode)

When you are working in Advanced mode, the Peer-to-Peer Conversion job window provides access
to a single configuration interface that combines the wizard’s Volumes and Disks screens.

To access drive configuration options in Advanced mode:

+ In the Migration Job window, under the Drive Configuration section, click Hard Drives.

b Windows Services [Target] Mo changes to service start up modes
3 Live Transfer Services [Source] Live Transfer is disabled, no services will be stopped
Sustern Files Mo files need to be replaced

1.33 Dirive Configuratian

g [Hard Drives Ore vitual hard disk with one partition. -
Help | E:’AII emars must be resolved befare continuing Save | 'I Start I Cancel |
4
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Settings vary depending on the target system.

+ “Windows X2P Drive Configuration (Advanced Mode)” on page 93

+ “Linux X2P Drive and LVM Volume Configuration (Advanced Mode)” on page 93
+ “Target VM-Specific P2V/V2V Drive Configuration (Advanced Mode)” on page 95
+ “Solaris Zone Volume Configuration” on page 97

Windows X2P Drive Configuration (Advanced Mode)

Use these settings to select the volumes to copy during the migration:

Copy: Select the volumes to be copied during
the migration.

New Free Space: To resize the volume during
the migration, specify the desired amount of
free space. PlateSpin Migrate automatically
adjusts New Size.

New Size: To resize the volume during the
migration, specify the desired size. PlateSpin
Migrate automatically adjusts New Free Space.

To Disk: Select which hard drive the volume will
be copied to on the physical target machine.

Preserve Partitions: Click this column to
determine if an existing vendor partition should
remain intact during the migration. If the
partitions are not selected, PlateSpin Migrate
permanently removes the partitions from the
server.

Properties - Sample Environment

3 Seftings
Select source volumes to copy and size
Copy ? Volume Free Space
C. (NTFS - System) 6GB
D: (NTFS) 5GB
E: (NTFS) 311.2MB

Target disks to reparition and populate
Disk Name
@ Disk1

Size New Free Space New Size ToDisk
0GB 6GB 0GE@1 v
0GB 5GE w06 T e
18GE 311208 16GE G 1 v
Size  Allocated | NewPartiions Preserved Parttions
e 22ce - ——

Linux X2P Drive and LVM Volume Configuration (Advanced Mode)

Use these settings to select the volumes and non-volume source spaces to copy and size during the
migration. The Volume Group tab is available only if LVM is installed on the source.

+ “Linux X2P Drive and LVVM Volume Configuration (Settings Tab)” on page 94

+ “Linux Drive and LVM Volume Configuration (Molume Groups Tab)” on page 94
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Linux X2P Drive and LVM Volume Configuration (Settings Tab)

Use these settings to select source volumes to copy, non-volume source spaces to re-create and size,
and target disks to repartition and populate.

Include: Select the volumes or non-volume Drive Congr At e x|
source spaces to be copied or re-created and £5stings | olme Grous |
Sized during the migration. Select source volumes to copy and size:
. . Include | Volume: ‘Freeﬁpace|5\ze ‘NstresSpacs MNew Size DiskMolume Group
New Free Space: To resize the volume during 7 2468 3268 2460 3268 PR
the migration, enter the desired amount of free i/ EELER L 12 VB BIME (@ Dsk0 -
. . . . [ Jhome 83.1MB 98.7 MB 831MB 98.7MB g Disk 0 v
space. PlateSpin Migrate automatically adjusts
NeW SiZe. Select non-volume souce spaces to re-create and size:
. ) . Include | Type Paiition Size |\sSwap‘D\san\u |Naw5\ze
New Size: To resize the volume during the TdevAlolGoupiiiLa, 512ME B Vi v 5iZHB
migration, enter the desired size. PlateSpin M
Migrate automatically adjusts New Free Space.  Tesdiks torepatiion and popuiats
Name Total Size Free Space | Preserve Partitions
Disk/Volume Group: Select which hard drive or 458 20ME 0
volume group the volume will be copied to on
the physical target machine. Hep Carcel

Preserve Partitions: For each disk, click the
corresponding cell in this column to select
existing vendor partitions to preserve during the
migration. If the partitions are not selected,
PlateSpin Migrate permanently removes them
from the server.

Linux Drive and LVM Volume Configuration (Volume Groups Tab)

Use these settings to manage volume groups.

Add V0|ume Group: Creates a V0|ume group on Drive Configuration - Sample Environment x|

the target machine that is not present on the Satings { Veline s |

source machine. Volume Group N..|Free Space | Total WD@« [&location far Vol Free Space..| Size of Disk
32 ME 3.8GE Disk 0 38GE 20MB 4GB

Rename Volume Group: Renames a volume

group that is being copied from the source to

the target.

Delete Volume Group: Deletes a volume group

so that it is not created on the target machine.

The volumes assigned to the volume group can " (| ——

be reassigned to other locations by using the e || e || e

Settings tab (by default, they are assigned to

disk). R s |

Allocation for Volume Group: To allocate space
on disks to a volume group, select the volume
group, then select the disks to include in it.
Specify the amount of space to be allocated to it
on each included disk.
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Target VM-Specific P2V/V2V Drive Configuration (Advanced Mode)

When you configure a peer-to-peer virtualization job in Advanced mode, the job configuration
window provides access to settings specific to the target virtualization platform.

+ “Drive Configuration: VMware ESX 3” on page 95

+ “Drive Configuration: VMware ESX 2” on page 96

Drive Configuration: VMware ESX 3

The following are drive configuration settings specific to VMware ESX 3:

Datastore: Select the datastore volume on the
ESX 3.0 server where you want to place the
vmdK files.

Copy: Select the volumes to be copied during
the migration.

New Free Space: To resize the volume during
the migration, specify the desired amount of
free space. PlateSpin Migrate automatically
adjusts New Size.

New Size: To resize the volume during the
migration, specify the desired size. PlateSpin
Migrate automatically adjusts New Free
Space.

Disk/Volume Group: Assign the volume to a
disk or, if LVM is enabled, to a volume group.
The volume will be copied to this disk or
volume group on the target machine.

Create: Select any non-volume disk partitions
that should be created on the target machine
(for example, a Linux swap partition).

New Size: To resize the non-volume partition
during the migration, specify the desired size.

Drive Configuration - Sample Environment x|
Settings | “olume Groups |
Virtual disks to create: Add | Remove Unused Disks |
Disk. Datastore Size File Name
B storage + 4GB NY-RHELS-LYM_YMANY-RHELA-LYM_M_T.vmdk
Select volumes o copy and size:
Include |Volume Free Space | Size New Free Space | New Size DiskVolume Group
7 24GE 3268 24GE 3.26B S ValGrouplD
o ‘bt Bl.2MB  9BTMB  B1.ZMB 9.7 M8 @ Disk 0 o
& home B31MB  9BTMB  B81ME 9.7 M8 @ Disk 0
Select non-volume storage to recreate and size
Include | Type Fartifian Size Tls Swap | DiskMolu.. | New Size
JdewAolGroup00/Lo... 512 MB ¥ 2 Vol = 512MB
ok Carce
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Drive Configuration: VMware ESX 2

The following are drive configuration settings specific to VMware ESX 2:

Disk Image Location: Select the location on the x
ESX 2.0 server where you want to place the vindk o |
files. Vitas Diks 1o crle A Aemove UnsedDisks |
Disk | File Mame | size [ DiskimageLocation| Mode |-
. @ 1 NT-50L2005_VM_2 wmdk 179 GE vmfs j Peasistent
Copy: Select the required source volumes to copy 5 2 WSO8 VM 55358 it =] porston
during the migration.
New Free Space: To resize the volume during the
migration, specify the desired amount of free space B
on the target. PlateSpin Migrate automatically P
adjusts the New Size. Copy 2| Volume | Fiee Space|  Size | New Free Spaca | Mew Siee| To Disk [ <]
W  C:[NTFS - System] 135G 17.9GE 135GB 179GE @1+
. . . V¥ M (NTFS) 3168 10GB 31GE 10GE \,Ej
New Size: To resize the volume during the
migration, specify the desired size. PlateSpin
Migrate automatically adjusts New Free Space.
Disk/Volume Group: Assign the volume to a disk, or =
to a volume group, if LVM is enabled. The volume =~ __ta_| | e |

will be copied to this disk or volume group on the
target machine.

Create: Select any non-volume disk partitions that
should be created on the target machine (for
example, a Linux swap patrtition).

New Size: To resize the non-volume partition during
the migration, specify the desired size.
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Solaris Zone Volume Configuration

The following are volume configuration options for Solaris zones.

Solaris Zone File Systems: Options in this area
provide information about and a means to B3 settras |

Selaris Zone File Systems add | Remave UnusedZaneFs |

manage zone file systems on the target. For
the Zone FS 0 file system, you cannot modify
the Datastore and Location values, which are
based on the zone path you specify for the

File System Location

zone. To change the Datastore and Location Ve G
values, change the Target Volume and Path  geggi™ Bl 05, e B,
Values in the target zone Configuration Settings = /DI-Zone 13.5 MB 55 MB Mot Applicable Mot Applicable G Zone FS 0«
. . . " ird Jdaristemp 10.3 MB 55 MB Mot Applicable Mot Applicable g ZoneFS O &
(See “Solaris Zone Conflguratlon on page 82) b 223MB S5MB  MotApplicable  MotApplicable s ZoneFS 0+
vl Smnt/Dorisyolume  17.9 MEB 196.5 MB Mot Apolicabl Mot Applicabl @ ZoneFS 0 h
To add a new file system, click Add and specify _ o |_ cone

the required target directory in the Datastore
column. To remove file systems that you do not
need on the target, click Remove Unused FS.

Volumes to Copy: Options in this area provide
information about volumes that were
discovered on the source and enable you to
select which ones to reproduce on the target
zone. For volumes that you select to
reproduce, you can specify a file system from
the list in the upper area. The root volume
cannot be deselected (excluded from
migration); it is always selected and assigned
to the Zone FS 0 file system.

5.11.3 Volume Configuration in Server Sync

When you are using Server Sync to synchronize two Windows or Linux workloads, PlateSpin
Migrate provides you with the capability to specify the required mapping between source volumes
and existing volumes on the target. See “Synchronizing Workloads with Server Sync” on page 49.

To access volume configuration options in a Server Sync job:

+ In Advanced mode: In the Migration Job window, under the Drive Configuration section,
click Volume Mapping (for Windows machines) or Drives and Volumes (Linux machines).

+ In Wizard mode: Not available.

The following topics provide information about Server Sync volume configuration options specific
to Windows and Linux workloads.

+ “Server Sync Volume Configuration (Windows)” on page 98
+ “Server Sync Volume Configuration (Linux)” on page 98
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Server Sync Volume Configuration (Windows)

A Server Sync job for Windows workloads provides detailed drive and volume information for both
the source and the target, and enebles you to specify the required mapping.

Mapped To: Map each volume on the source to
an existing volume on the target.

ﬁ License Key Drive Configuration - Sample Environment

AE PostCorve
. Source Valume Mapping
xj YWidware |
St Volumes
| Valume /| serial Mumber  |Used Space | Mapped Ta |
& Gonel g CNTFS - System)  148cZede 24068 . [NTFS - System] =
@ D:INTFS) featdale 2GEB =
m Network [ M: NTFS) 148d21e1 3968 >
&) Hetwark lde
B GuestMIC1 - Source Detais Taget Details
. Yolume: C: (NTFS - System) Volume: £ INTFS - System]
9% Operatini | Label Label
. Serial Mumber,  148c2cdc Serial Mumber:  achl83cd
) Windows5. | TotalSpacer  24GB Totsl Space: 245D
o Live Transfe Uszed Space: 2GB Used Space:; 2GE
% Ceanlpyl  |FieeSpace  3631MB FieeSpace: 3901 ME
3 Sustem Files
1o Drive Co [k 0K Cancel

. [Volume Mapping

C: (NTFS - System) mapped to C: [NTFS - System)

=l

Server Sync Volume Configuration (Linux)

A Server Sync job for Linux workloads provides detailed mount point and volume information for
both the source and the target, and enebles you to specify the required mapping.

Mapped To: Map each volume on the source to
an existing volume on the target.

) ISR U] - - -
. Drive Configuration - Sample En¥ironment

End States
Schedule

Credzntials
Mutification
Take Contr
License Ke
Post Canve

ool evones
z
g

Hetwork Ce

‘;"5 Operatin

o Linue Daer

x
Source Volume Mapping |
-~ Source Yolumes
Yolume 2 | Device ‘ Used Space | Mapped To

] /[ext3] SdewMolGroup00.. 2.9 GB / (extd] -
B /boot [ext3] Sdev/sdal 195MB /boot (ext3) -
~Source Detalls Target Detail

Yolume: Flentd) Wolume: lext3)

Labek Label

Device: {\:_IevNuIGruupUUfLugVu\ Device: fdev/myGroup/Logyol00
Total Space: 137 0GB Total Space: 4GB

Used Space: 29GB Used Space: 23GB

Free Space: 108 GB Free Space: 1.7GB

0K Cancel

@ Dives and Yolumes

il

boat (ext3) mapped to /oot fextd]

5.11.4 Handling Volumes and Image Files in X2I (Imaging)

Migrations

When capturing a Flexible Image or importing volumes into a Flexible Image, PlateSpin Migrate
provides a mechanism for including required volumes in an image, and specifying volume data

mapping and image configuration options.

+ “Target Volume Configuration: X2I (Wizard Mode)” on page 99
+ “Image Configuration: X2I (Wizard Mode)” on page 99
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Target Volume Configuration: X2I (Wizard Mode)

When you are setting up a Capture Image or Import Image job in wizard mode, use this page to
select volumes to include in the image and to specify paths to existing volume data.

For each volume selected for the image, specify the =]
path to the corresponding image data.

&y TargetVirtual Disk Configuration

For a Capture Image job, specify the path to the

. . & Credentiaks Setlings |
image package file (*. pkg).
gep g ( p g) 1 Disks Seleot volumes to include in image

. . Predicted im |+
For an Import Image job, specify the path to the D Inage Coniia
directory containing the raw volume data. = J— -
To repackage the image, click Advanced in the alume Data Mapping for C
Volume Data Mapping area and select Repackage Path of mage on Image Server
in the Properties dialog box. Specify a path for the L;:mage —— e,
new image file, or use the default path. e

Help Advanced | < Back Mest> Cancel Start

Image Configuration: X2l (Wizard Mode)

When you are setting up a Capture Image or Import Image job in wizard mode, use this page to
specify the image name and the path where it is stored.

Image Name: Type a name for the workload image x|
or accept the default.

& Image Configuration

Configuration file path: Type the full path to the

X g X . : &) Credentials Image Mame

image’s XML configuration file or accept the [N7-50L2005 mage
2 Disks

default. ‘ Canfiguration File Path:
) Image Config

E: | [PlateSpin Image ServertNy-5 QL2005 Imags\N-50L2005 Image.sml

=l Summary

Advanced < Back Hext > LCancel | Start I

4

5.12 Including a Custom Post-migration Action
in a Migration Job
You can set up your migration job to execute a custom action on your target. You must define and

save your custom actions and their dependencies in advance. See “Managing Custom Actions” on
page 37.

NOTE: Post-migration actions are supported for peer-to-peer and one-time Server Sync migrations
only.

When you are setting up a migration job, select the required action, any required command line
parameters, and a timeout as required. You must also provide valid credentials for the target
workload. If the target workload credentials are unknown, you can use the credentials of the source
workload.
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To specify a custom post-migration action for your migration job:

+ In Advanced mode: In the Migration Job window, under the Virtual Machine Configuration
section, click Post Conversion.

+ In Wizard mode: In the wizard’s navigation pane, click Post Conversion.

Select Action: From the drop-down list, select a

custom action previously saved in your library of post- =~ Sekstéston IPoorfig %2/
migration actions Execution Parameters Credentials
’ Command Ling: Uszemname:

Execution Parameters: Specify any required | |

. . . E Ti 2 F. d:
command line parameters for the action. If required, l% . | s
. . ) = seconds
specify a timeout.
M Mo Timeout ¥ Use Source Credentials

Credentials: Provide administrator credentials for the
target. If they are the same as those for the source,
and if they have been saved, select Use Source
Credentials.
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Frequently Asked Questions

This section provides answers to frequently asked questions.

What are the performance and scalability characteristics of my PlateSpin Migrate
product?

Your PlateSpin Migrate product’s overall performance, including data transfer speeds and
scalability, depend on a variety of factors in your specific environment. See “Performance and
Scalability” on page 17.

How secure is my PlateSpin Migrate product?

PlateSpin Migrate provides several features to help you safeguard your data and increase security.
See “Security and Privacy” on page 17.

Does PlateSpin Migrate support my workload’s data storage technology?

PlateSpin Migrate products support a number of data storage and management technologies,
including Windows dynamic disks, Linux logical volumes, RAID (Redundant Array of Independent
Disks) systems, and SAN (Storage Area Network) systems.

Can | use custom SSH ports to communicate with my workloads/ESX Servers?

Yes. See “Discovering the Details of Source Workloads and Targets” on page 27.

Can multiple migrations run simultaneously?

Yes. See “Performance and Scalability” on page 17.
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Troubleshooting PlateSpin Migrate

This section provides a series of topics about troubleshooting PlateSpin Migrate.

+ Section B.1, “Discovery,” on page 103

+ Section B.2, “Peer-to-Peer Migrations (Windows),” on page 105

+ Section B.3, “Using Images,” on page 106

+ Section B.4, “Post-migration Cleanup of Source Workloads,” on page 107

B.1 Discovery

Table B-1  Common Issues and Solutions Related to Discovery Operations

Problems or Messages Solutions
"Application has generated an error" This error occurs if the physical server is unable to contact
during registration of physical server the PlateSpin Migrate Server. A common cause is incorrect

information entered during the registration process. To restart
the registration process, enter RegisterMachine.bat.
Ping to confirm basic connectivity with the PlateSpin Migrate

Server.
My physical server has completed the The full registration process can take some time to complete.
registration process, but is not seen in After the second command prompt window has closed on the
PlateSpin Migrate Client physical server, wait a few minutes before clicking the

Refresh button in PlateSpin Migrate Client.

Problems discovering source and target KB Article 7920291 (http://www.novell.com/support/
servers viewContent.do?externalld=7920291) contains
troubleshooting checklists for discovering the following:
* Linux servers and VMware ESX Servers
+ Windows-based source and target servers

The article also has instructions for troubleshooting WMI
connections and checking if DCOM is enabled.

"Package <...> Not Found" during Check for 1IS configuration and network settings.
discovery of existing Windows servers
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Problems or Messages

Solutions

Could not find file
"\\{servernamepadmin$\{randomID}.xml"

This error might occur when you are attempting to discover a
Windows NT 4.0 Server with an older version of WMI Core
installed. It can also occur with Windows Server 2000 or
2003. For Windows NT 4.0 servers, verify the version of WMI
installed on the server by doing the following:

1. Locate the wbemcore.dll file in the
\winnt\system32\wbem directory.

2. Right-click wbemcore.dl1 and click Properties.

3. Check the version number of the file. If the version
number is not 1.50.xxxx, upgrade the WMI core to V1.5.
See the following Microsoft Web site (http://
www.microsoft.com/downloads/
details.aspx?displaylang=en&FamilylID=C174CFB1-
EF67-471D-9277-4C2B1014A31E)).

After WMI v1.5 has been installed, rediscover the server.

In some cases, reinstalling WMI 1.5 might resolve the issue.
If this discovery error still occurs after installing WMI 1.5 on a
Windows NT 4.0 Server or if it is still occurring when you
attempt to discover a Windows 2000/2003 Server, do the
following:

1. Ensure that the Admin$ share on the remote machine
is accessible and then proceed to the next step. If the
share is not accessible, enable it and try the discovery
again.

2. Navigate to the . .\PlateSpin Migrate
Server\Web directory.

3. Use a text editor to open the web.confFig file. Locate
the <add key=
"MachineDiscoveryUsingService" value=
"false™ /> entry near the end of the file and change
the value to ""true".

4. Save the web.config file and retry the discovery.

Related Knowledge Base Atrticles:

ID

Description

20339 (http://www.novell.com/support/
viewContent.do?externalld=7920339)

7920862 (http://www.novell.com/support/
viewContent.do?externalld=7920862)

7920291 (http://www.novell.com/support/
viewContent.do?externalld=7920291)

ERRMSG: Discovery fails with "The request failed
with HTTP status 407" message

ERRMSG: Recoverable Error:
ControllerConnectionBroken during discovery

ERRMSG: Server details discovery problems
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B.2 Peer-to-Peer Migrations (Windows)

Table B-2 Common Issues and Solutions Related to Peer-to-Peer Migrations (Windows)

Problems or Messages Solutions
One of the following errors displays during This indicates one of the following problems:
Take Control of source or target virtual/physical
machine: + The network settings for the temporary IP
addresses under Job Configuration > Advanced
+ Waiting for Controller to start (Failed) might not be configured properly.
+ Controller Connection Not Established * There was a possible network outage that

prevented the source/target machine from

+ Controller Connection Broken o . L
communicating with the PlateSpin Migrate Server.

*

Unable to start the Heartbeat Service .
+ The source/target machine was not able to fully

boot into the Take Control pre-execution
environment.

To diagnose the exact cause of failure, check the state
of the system where the controller failed to start.
Commands such as ipconfig and ping are available
to verify basic network connectivity.

File transfer hangs at 1% or progresses at a By default, a link type of AUTO is used on the source

slow pace server during a migration. If the source server is
connected to a switch port that is forced to 100/FULL,
the Force Full Duplex option must be enabled when
configuring the migration. If this option is set incorrectly,
a duplex mismatch occurs on the network.

Unable to determine suitable boot partition When converting existing source servers, the boot
volume must pass the following checks:
+ It must be on a basic disk
* |t must have 175 MB of free space
+ It must be a primary partition

* If any of these are not true for the system volume,
the migration fails while attempting to take control
of the source server.

Job remains in a Scheduled state for a long There is a problem with the Operations Framework
period and then changes to Recoverable error Controller on the PlateSpin Migrate Server. Use the
(all sub-steps display NotStarted status) Windows services plug-in to confirm that the Controller

is running. See KB Article 7920862 (http://
www.novell.com/support/
viewContent.do?externalld=7920862) for other
troubleshooting instructions.
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Problems or Messages

Solutions

Troubleshooting failures at the Configuring
Operating System stage (also applicable to

Configure Target Machine or Configuring
Virtual Machine migration steps)

Live Transfer is unavailable

Generally, failures during the configuration step indicate
that a time-out occurred when attempting to configure
the target physical or virtual machine. Although the
migration job appears to have failed, the overall
migration is probably successful and the configuration
service running on the target will likely continue its
operations.

KB Article 7920327 (http://www.novell.com/support/
viewContent.do?externalld=7920327) contains a
detailed troubleshooting checklist and lists information
required if technical support is necessary.

Either an unsupported file system or operating system
exists on the server. Only NTFS file systems are
supported. If a FAT patrtition is selected in the Drive
Configuration dialog box. Clearing the option should
enable the Live Transfer option in Job Configuration.
For more information, see “File-Level Transfer (Live)”
on page 14.

Related Knowledge Base Avrticles:

ID

Description

7920862 (http://www.novell.com/support/
viewContent.do?externalld=7920862)

7920810 (http://www.novell.com/support/
viewContent.do?externalld=7920810)

2790341 (http://www.novell.com/support/
viewContent.do?externalld=7920341)

ERRMSG: PlateSpin Migrate Job remains at a
"Scheduled" or "Recoverable Error" state

INFO: Restore job stalls - "The configuration
service in the target machine..."

INFO: What ports does PlateSpin Migrate use
during discovery, migration and file transfer?

B.3 Using Images

Table B-3 Common Issues and Solutions Related to Flexible Images

Problems or Messages

Solutions

Cannot see Flexible Images on Flexible
Image Server

Failed to mount image. The volume does
not contain a recognized file system

If the Servers view is configured to group servers by machine,
discovered image servers cannot be expanded. To display the
images, reconfigure the Servers View so the servers are
grouped by domain instead of machine.

This error message might appear when you are importing or
deploying volume data while installing a Flexible Image Server
on Windows 2003. To resolve the error, use the Windows
services plug-in on the Flexible Image Server. Modify the
logon properties for the PlateSpin Migrate Operations
Management Controller service to use an account with local
administrative privileges. Restart the service after making this
change.
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Problems or Messages Solutions

Security descriptors are not intact on When you are creating a Flexible Image using raw volume

deployed server when you are using data that was extracted from a Ghost Image, the security

volume data from a Symantec Ghost descriptors are not preserved on the VM. This is because the

image extracted files inherit permissions of their parent folder,
without having any knowledge of the original source server’s
permissions.

Related Knowledge Base Atrticles:

ID Description
7920879 (http://www.novell.com/support/ ERRMSG: The file cannot be accessed by the
viewContent.do?externalld=7920879) system

B.4 Post-migration Cleanup of Source
Workloads

Source workloads might occasionally need a post-migration cleanup. For example, you might need
to clean up a source workload of all PlateSpin software components after an unsuccessful migration.

+ Section B.4.1, “Cleaning Up Windows Workloads,” on page 107
+ Section B.4.2, “Cleaning Up Linux Workloads,” on page 108

B.4.1 Cleaning Up Windows Workloads

The following are instructions for cleaning up Windows workloads by component and use case.

Component Use Case Removal Instructions

Block-based One-time Migration Reboot source workload to remove driver.

Transfer (Move)

Component o )

(discontinued) Migration (Copy) 1. Use the Windows Add/Remove Programs applet (run

appwiz.cpl) and remove the component.
Depending on the source, you might have either of
the following versions:

+ SteelEye Data Replication for Windows v6
Update2

+ SteelEye DataKeeper For Windows v7

2. Reboot the machine.

File-based Transfer All Migration At root level for each volume migrated, remove all files
Component named PlateSpinCatalog*.dat
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Component Use Case Removal Instructions

Workload discovery All migrations 1. Inthe Servers view, undiscover the source (right-
software click, then select Undiscover).

2. In the source workload's Windows directory:

+ Remove all files named
machinediscovery*.

+ Remove the subdirectory named platespin.

Controller software  All migrations 1. Inthe Servers view, undiscover the source (right-
click, then select Undiscover).

2. Open a command prompt and change the current
directory to:

* \Program Files\platespin* (32-bit
systems)

* \Program Files (x86)\platespin (64-bit
systems)

3. Run the following command:
ofxcontroller.exe /uninstall
4. Remove the platespin™ directory

B.4.2 Cleaning Up Linux Workloads

The following are instructions for cleaning up Linux workloads by component and use case.

Component Use Case Removal Instructions

Controller software  Offline migrations In the source workload's file system, under /boot, remove the
ofx directory with its contents.
All live migrations + Kill these processes:
+ pkill -9 ofxcontrollerd
+ pkill -9 ofxjobexec
* remove the OFX controller rpm package:
rpm -e ofxcontrollerd

+ In the source workload’s file system, remove the /usr/
lib/ofx directory with its contents.
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Component Use Case Removal Instructions

Block-level data All block-level In the source workload’s file system:

transfer software migrations ) )
¢ Under /Zlib/modules/kernel_version, remove the

platespin directory with its contents
¢ Under /Zetc, remove the blkwatch.conf file
* Under /sbin, remove these files:
¢ bmaputil
+ blkconfig

¢ For each volume migrated, at the root of the volume,
remove the corresponding -blocks_bitmap file.

LVM snapshots Block-level 1. Inthe Jobs view, generate a Job Report for the failed job,
migrations using then note the name of the snapshot.
LVM snhapshots 2. Remove the snapshot device by using the following

command:

Ivremove snapshot _name
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Reference of Tables

This section provides a list of links to important tables used throughout the documentation

accompanying PlateSpin Migrate version 9.

Table

In Publication

“PlateSpin Migrate Roles and Permission Details”
“Requirements for Discovery”
“Requirements for Migration”

Table 1-2, “PlateSpin Migrate Workload Migration Tasks,” on
page 10

Table 1-3, “Supported Microsoft Windows Workloads,” on
page 12

Table 1-4, “Supported Linux Workloads,” on page 13

Table 1-5, “Supported Target Virtualization Platforms,” on
page 14

Table 1-6, “Default Post-Migration End States,” on page 16

Table 2-1, “Machine-Specific Icons in the Servers View,” on
page 24

Table 2-2, “ISO Boot Images for Target Physical Machines,” on
page 29

PlateSpin Migrate Configuration Guide
PlateSpin Migrate Configuration Guide
PlateSpin Migrate Configuration Guide

PlateSpin Migrate User Guide

PlateSpin Migrate User Guide

PlateSpin Migrate User Guide

PlateSpin Migrate User Guide

PlateSpin Migrate User Guide

PlateSpin Migrate User Guide

PlateSpin Migrate User Guide
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Glossary

auto-discovery
See Network Discovery.

Block-Based Transfer Component

A PlateSpin Migrate software component, dynamically installed on source workloads to
facilitate volume data transfer at the block level. Compare with VSS Block-based Transfer
Component; see also File-based Transfer Component.

Capture Image

A PlateSpin Migrate job that captures an image of a workload in Flexible Image format with
an optional synchronization schedule for updating incremental changes. See also Deploy
Image.

controller
See OFX Controller.

conversion

Any workload portability operation irrespective of target infrastructure or business purpose
(workload-hardware decoupling, virtualization, or volume synchronization). Used
interchangeably with the term migration throughout product collateral, the user interface,
error messages, and logs.

Copy

A PlateSpin Migrate peer-to-peer migration job that creates a duplicate of a workload, with
a new network identity, on a physical or virtual machine. Compare with Move.

Deploy Image
A PlateSpin Migrate job that converts a Flexible Image to a bootable workload on physical
hardware or on a virtual machine. See also Capture Image.

discover
See Discover Details.

Discover Details

A PlateSpin Migrate job that inventories the details of a supported workload or target
machine in preparation for a migration operation. Compare with Network Discovery.

File-based Transfer Component

A PlateSpin Migrate software component, dynamically installed on a source workload to
facilitate volume data transfer at the file level. See also Block-Based Transfer Component,
VSS Block-based Transfer Component.

Flexible Image

One of PlateSpin Migrate’s three fundamental workload infrastructures along with physical
machines and virtualization platforms. A Flexible Image is a static stored copy of the state
of a physical or virtual machine (including volume data and the configuration details of the
workload’s hardware profile, operating system, and network identity), captured at a specific
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point in time. To make a Flexible Image bootable, you convert it to a workload on physical
hardware or a virtualization platform. See also Capture Image, Deploy Image, and Import
Image.

Flexible Image Server

A machine on which you have installed the Flexible Image Server software. See Flexible
Image.

2P

Image-to-physical. A workload portability operation in which the source is a workload’s
Flexible Image and the target is a bootable workload on physical hardware.

12V

Image-to-virtual. A workload portability operation in which the source is a workload’s
Flexible Image and the target is a bootable workload on a virtualization platform.

12X

Image-to-anything. A workload portability operation in which the source is a workload’s
Flexible Image and the target is a bootable workload either on physical hardware or on a
virtualization platform.

image
See Flexible Image.

image server
See Flexible Image Server.

Import Image

A PlateSpin Migrate job that creates a Flexible Image by using either raw volume data or
third-party volume archives.

job

A collection of the essential parameters of a workload portability, discovery, removal
(undiscovery), or related operation that you define, save, schedule, execute, and monitor in
the PlateSpin Migrate Client.

migration
Any peer-to-peer workload portability operation in which a physical or virtual workload is
copied or moved into another physical or virtual infrastructure.

Move

A PlateSpin Migrate peer-to-peer workload migration task that moves a workload to a
physical or virtual machine. Compare with Copy.

Network Discovery

A PlateSpin Migrate feature, based on standard Windows network browsing functionality,
that automatically populates the PlateSpin Migrate Client’'s Servers view with the names of
Windows machines in the neighborhood. Compare with Discover Details.
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OFX Controller

Operations Framework Controller. Software component that PlateSpin Migrate installs on
source and target machines to enable them to communicate with PlateSpin Migrate Server
and with each other.

P2I

Physical-to-image. A workload portability operation in which the source is a physical
machine and the target is the workload’s Flexible Image.

P2P

Physical-to-physical. A peer-to-peer workload portability operation in which the source is a
physical machine and the target is another physical machine on different hardware.

P2v

Physical-to-virtual. A peer-to-peer workload portability operation in which the source is a
physical machine and the target is virtual machine.

P2X

Physical-to-anything. A workload portability operation in which the source is a physical
machine and the target is another physical machine (P2P migration), a virtual machine
(P2V migration), or a Flexible Image (P2l migration).

peer-to-peer

A workload portability operation in which both the source and the target are bootable
workloads, either physical or virtual (as opposed to operations in which either the source or
the target is a static Flexible Image). P2P, P2V, V2V, and V2P are all peer-to-peer
portability operations; 12X and X2I are not.

PlateSpin Migrate Client

The client application you use to interact with the PlateSpin Migrate Server, discover
source workloads and targets; set up, execute, and monitor jobs; manage license keys;
and configure the default behavior of the server.

PlateSpin Migrate Network

A named collection of discovered workloads and target machines you work with at any
given time. A parameter of all discovery jobs.

PlateSpin Migrate Server
The remote runtime execution engine underlying the PlateSpin Migrate product.

Prepare for Synchronization

A step in workload synchronization operations where the target is a virtual machine in a
Server Sync job. It automates the configuration and preliminary booting of the target virtual
machine, and registers it as a valid Server Sync target in the PlateSpin Migrate Client's
user interface. See Server Sync.

raw volume data
A directory of files that constitute a volume suitable for a Flexible Image.

Glossary

115



role

One of the three kinds of Windows local user groups that define PlateSpin Migrate users
with specific access permissions: PlateSpin Migrate Administrator, PlateSpin Migrate
Power User, and PlateSpin Migrate Operator.

semi-automated virtualization

A workload virtualization operation in which a workload's target infrastructure is a virtual
machine that is treated by PlateSpin Migrate as a physical machine. Applies to target
virtualization platforms for which PlateSpin Migrate provides limited workload portability
automation. Compare with X2P.

Server
See PlateSpin Migrate Server.

Server Sync

A workload portability operation that synchronizes the state of a physical or virtual workload
(Windows or Linux) with the state of another physical or virtual workload of the same OS
profile.

source

The origin, or the infrastructure of the origin, of a workload portability operation (such as a
physical machine, a virtual machine, or a Flexible Image). Compare with target.

Take Control

The temporary pre-execution environment into which a Windows or Linux workload is
booted during offline migration, to facilitate communication and data transfer during a
workload portability operation. For Windows workloads, PlateSpin Migrate uses Microsoft
WInPE; for Linux, it uses a RAM disk.

target

The outcome, or the infrastructure of the outcome, of a workload portability operation (such
as a physical machine, a virtual machine, or a Flexible Image). Compare with source.

Undiscover

A PlateSpin Migrate job that discards information about a workload from its inventory and
removes any controllers installed. See also Discover Details.

V2|

Virtual-to-image. A workload portability operation in which the source is a virtual machine
and the target is a Flexible Image.

V2P

Virtual-to-physical. A peer-to-peer workload portability operation in which the source is a
virtual machine and the target is a physical machine.

\Y/AY,

Virtual-to-virtual. A workload portability operation in which both the source and the target
are virtual machines on similar or different virtualization platforms.
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V2X

Virtual-to-anything. A workload portability operation in which the source is a virtual machine
and the target is another virtual machine, a physical machine, or a workload’s Flexible
Image.

VSS Block-based Transfer Component

A PlateSpin Migrate software component, dynamically installed on Windows source
machines to facilitate volume data transfer at the block level by using the Microsoft Volume
Snapshot Service (VSS). See also Block-Based Transfer Component, File-based Transfer
Component.

workload

Any physical or virtual instance of a supported operating system, along with its applications
and data.

X2I

Anything-to-image. A workload portability operation in which the target is a workload'’s
Flexible Image and the source is a physical machine or a virtual machine.

X2P

Anything-to-physical. A workload portability operation in which the target is a physical
machine and the source is another physical machine, a virtual machine, or a workload’s
Flexible Image.

X2v

Anything-to-virtual. A workload portability operation in which the target is a virtual machine
and the source is another virtual machine, a physical machine, or a workload'’s Flexible
Image.
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